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BIRNBAUM IMPORTANCE FOR ESTIMATION
OF MULTI-STATE AND BINARY-STATE SYSTEMS

There exist two different types of mathematical models that are widely used in reliability analysis: Binary-State
System (BSS) and Multi-State System (MSS). Almost every system consists of more than one component. The im-
portance of individual components for the system can be quantified by Importance Measures (IM). One of the
most commonly used IM is the Birnbaum Importance (BI). The BI has been defined for the BSS. Development of
this measure for the MSS is considered in this paper. New methodological approach based on the use of the Logi-
cal Differential calculus is used. The application of this approach allows definition of new equations for computa-
tion of the BI for system with series and parallel structure.
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Introduction

Reliability is one of the main characteristics of
many systems. There are two mathematical models for
the interpretation of an initial system that are named a
Binary-State System (BSS) and a Multi-State System
(MSS) [1]. The BSS is used for mathematical represen-
tation of system with two states: failure/unavailable
(indicated as 0) and functioning/available (indicated as
1). The MSS allows defining more than two states (per-
formance levels) of the system: from complete failure
(represented by 0) to perfect functioning (indicated as
M —1), where M is a number of the system performance
levels. Every MSS component can take some states too.

Different methods and tools are used for investiga-
tion and quantification of the system reliability. Impor-
tance analysis is part of reliability engineering. This
analysis allows the investigation of the influence of a
system component state change to the system perform-
ance level. Importance Measures (IMs) are used for the
quantification in the importance analysis. IMs permits to
investigate different aspects of the system performance
level change caused by some component state change [2].

One of the most often used IMs is the Birnbaum
Importance [3, 4]. This measure was defined in [3] for
the BSS. The MSS Birnbaum Importance has specific
aspects in interpretation and calculation. In this paper,
the common mathematical approach for calculation of
this measure for BSS and MSS, which is based on the
Logical Differential Calculus, is proposed.

1. Mathematical Background

Consider the MSS of n components that has M
performance levels from 0 to M —1. The i-th system

component (i =1, 2,..., n) has M,; states that are changed
from 0 to M;—1. The correlation between system per-
formance level and components states is defined by the
Structure Function (SF) [1, 5]:

©(): {0,..., My —1}x...x{0,..., M, —1}—{0,..., M—1}, (1)

where x = (Xy, X,..., X,) 1S a vector of system compo-
nents states, i.e. state vector.

Note, the equation (1) can be used for definition of
the SF of the BSS if M, =M, = ... =M, =M=2:

o(x): {0, 1}"—>{0, 1}. )

Every system component is characterized by prob-
ability of the component state [1]:

pis =Prix; =s}, 3)
where pis (s=0, 1,..., M; —1) is the probability that the

i-th component is in state s.
Each performance level of the MSS is estimated
by the probability that is calculated by the MSS SF [5]:
R(G)=Prie(x)=j}, j=1,2,..M-1.  (4)

There is other interpretation of the probability of
the MSS performance level [1, 6]:

R(G) =Prio(x) =]}, j=1,2,...,M-L ®)
In the case of the BSS, the probabilities (4) and (5)

are equal and are named as system reliability:
R =Pr{o(x) =1}. (6)

The system unreliability (for the MSS and BSS) is
calculated as follows:

F =Pr{o(x)=0}. (7N
There exists a special class of MSSs, which SF
meets the condition that M; =M, = ... = M, = M. This
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MSS SF is interpreted as the Multiple-Valued Logic
(MVL) function [7]:

@(x): {0,..., M—11"5{0,..., M—1}. (8)

This assumption permits to use and adapt some
methods of the MVL for the MSS reliability estimation.
The Logical Differential Calculus is proposed for im-
portance analysis of the MSS in [5, 7] in particular. This
MVL tool is used for analysis of the MVL function de-
pending on changes of its variables. Therefore logic
derivatives can be used to evaluate the influence of the
system component state change on performance level of
the MSS. This methodology has been firstly considered
in [8, 9].

There are different types of logical derivatives in
MVL [7,9]. The Direct Partial Logic Derivative
(DPLD) of the MVL function is one of these types [10].
These derivatives reflect the change in the value of the
underlying function when the values of variables
change. DPLD 0¢(j — h)/0xi(s — s —1) of the function
¢(x) of n variables with respect to variable x; reflects the
fact of changing of the function from j to h when the
value of variable x; is changing from s to s —1:

do(i—>h)
0x;(s >s-1) 9
if @(s;,x) =jand @((s—1);,x)=h ©

~ 1
10 other ’

where @(s;, x) is a value of structure function for state
vector (Xi,..., Xi-1, S, Xitl, .-+ Xn), S € {1, 2,..., Mj—1}.

The DPLD of the SF of the BSS is a special case
of (9) and the DPLD for the BSS SF with respect to
variable x; is defined as [11]:

op(j = j) o
oy PED=iAleE D= (10)

In this paper, the coherent system is considered.
The coherent system SF satisfies the following assump-
tions [1]:
(a) every component is relevant to the system per-
formance,
(b) the SF (1), (2) and (8) of the system is non-
decreasing.

2. The Birnbaum Importance for the BSS

2.1. The Definition of the Birnbaum Importance

The Birnbaum Importance (BI) is a measure that
characterizes the influence of the i-th system component
on the BSS functioning and the criticality of this com-
ponent to BSS functioning. It represents loss in the sys-
tem functioning when the i-th component was failed.

The BI of the i-th component is probabilistic
measure and has been defined as [3]:

Ig(xi) = Prie(x) = 1] x; = 1} — Pr{o(x) = 1| x;= 0} =
= Pr{o(x) = 0] x; = 0} — Pr{e(x) = 0] x;=1}.(11)

The BI can be calculated by other equations that
have been defined in [12, 13]:

OR
In (x;) = -, 12
B( 1) api,l ( )
IB(xi)zPr{(p(li,x)—(p(Oi,x)=1}, (13)
IB(xi)zE((p(li,x)—(p(Oi,x)). (14)

According to (12), the BI measures the sensitivity
of the system reliability to the change in the reliability
of the component i. So, if the BI value is large, then a
small change in the component reliability will result in a
comparatively large change in the system reliability
[14]. The BI (13) is calculated as the probability that the
i-th component is critical for the system [12].

According to (14), the BI indicates the expected
decrease in the system state caused by the failure of the
component i.

The interpretation of the BI based on the DPLD
(10) has been considered in [11]: the BI of the i-th sys-
tem component is calculated as the probability of the
nonzero values of the DPLD with respect to the i-th
variable x;:

IB(xi)zPr{le}. (15)

ox; (1-0)

1.1. The Birnbaum Importance for the Series and
Parallel BSS

There are two typical structures of systems in reli-
ability engineering (Fig. 1.): series and parallel. These
systems have SF with the regularity.

The series system The parallel system

— x

Xn

Fig. 1. The series and parallel system

The SF of the series BSS is defined as:

¢(x) =x; AND x, AND ... AND x, (16)
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and has only one nonzero value that agrees with the
vector of components states x=(1,1,...,1). DPLD
0p(1 — 0)/0x;(1 — 0) of this SF, with respect to any
variable, has only one nonzero value:

(17)
Therefore the BI of the series BSS according to
(15) and (17) is calculated as follows:

IB(xi)zPr{le}z

(X],..., Xi-1s Xitlseees Xn) = (1,..., 1, 1,..., 1)

ox;(1-0) (18)
=Pr1--Pi-1,1Pi+1,1-+-Pn,1-
The SF of the parallel BSS is defined as:
¢(x) =x; ORx, OR ... OR %, (19)

and has only one zero value that agrees with state vector
x = (0, 0,...,0). DPLD 0¢(1 — 0)/0x;(1 — 0) of the SF
with respect to the i-th variable has only one nonzero
value:

(X],..., Xi-1s Xitlseees Xn) = (O,..., O, O,..., O) (20)

Therefore the BI of the parallel BSS according to
(15) and (20) is calculated as

IB(Xi)=Pr{%=1}=

= P1,0---Pi-1,0Pi+1,0---Pn,0-

21)

2.3. The Hand Calculation Example

For example, consider the BSS of three compo-
nents (n=3) in two variants: with series and parallel
structure. The values of components states probabilities
of such systems are in table 1. Compute the Bls Ip(x;) of
such systems.

Table 1
Components states probabilities
State
Component
0 1
1 0,2 0,8
2 0,3 0,7
0,1 0,9

The BI for the series BSS of the i-th system com-
ponent is calculated by (18) as the multiplication of
probabilities of system components functioning py;
(I=1,...,i—-1,1+1,...,n) (table 2). The BI of system
component i for the parallel BSS is calculated similarly
by (21) and values of these measures are in Table 2 too.

Therefore the application of the DPLD in the im-
portance analysis permits to get new equations for com-

putation of Bls for the series and parallel BSS. The sim-
ple algorithms for calculation of these Bls are imple-
mented based on the equation (18) and (21).

Table 2
Bls for the series and parallel BSS
The Birnbaum Importance
Compo- -
nent The series The parallel sys-

\system tem
1 0,63 0,03
2 0,72 0,02
0,56 0,06

3. The Birnbaum Importance for the MSS

3.1. The Definition of the Birnbaum Importance

The BIs for the MSS have some interpretations
and definitions, which are equivalent in the case of
BSSs but not in the case of MSSs. It is caused by the
ambiguity in generalization of the IMs for the MSS
from the BSS. Consider some of the possible interpreta-
tions of the BI for the MSS below.

The definition of the BI that is named s, r-BI is
proposed in [15]. The s, r-BI I ,(X;, j) for the MSS is
the probability that the transition of the i-th component
from state s to r causes the system reliability degrada-
tion [15]:

I sr (x,])= Pr{(p(si,x) > jAND (1, x) < J} , (22)
or special case:
Ig s, (X.]) = Pr{(p(si,x) = jJAND¢(;,x) < j} . (23)

In the paper [16], the BI (23) was modified as the
system degradation depending on one component state:

IB (Sl’.]) =

: y - (@24
= Pr{q)(si,x) = JAND(p((s—l)i ,x) < _]}.

The BI (24) in terms of the DPLD (9) can be de-
fined as:

The Bls (24) and (25) are defined for the i-th sys-
tem component state s and the MSS performance level j.
The BI (25) is probability of the MSS performance level
change from j to j—1 if the component state degrades
from s to s —1. The BI Ig(s;, j) for all relevant states of
the i-th component (s =1, 2,..., M; —1) and for the MSS
performance level j is calculated as:
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Ig (Xisj)ZS:]T (26)
The BI Ig(x;, j) quantifies the probability that the
i-th component is critical for system state j.
Next generalization of the BI Ip(s;, j) is Ig(s;) as the
probability that state s of the i-th component is critical
for the MSS:

M-1 )
IB(Si)= ‘ IB(Si,_]).
J

27)

Il
—_

Finally, the overall BI of the i-th component can
be introduced as:

-1

Z IB (Sl
s=l1

M; -1 %)

Ig (xi)z

3.2. The Birnbaum Importance
for series and parallel MSS

Series and parallel systems (shown on Fig. 1.), can
be defined for the MSS too. In what follows, we assume
that M| =M, = ... = M, = M, i.e. the SFs of series and
parallel systems are MVL functions.

The SF of the series MSS can be defined as:

o(x) = MIN(x1, Xa,..., Xp). (29)

In this case, only one DPLD contains nonzero val-
ues, i.e. DPLD 0@(s > s-1)/0xi(s—>s—1). This
DPLD is nonzero for state vectors (Xi,...,Xj_

1, Xi+1,- - -» Xpn), Which satisfy the following condition:

xj>sforalll=1,2,...,i—-1,i+l,...,n (30)

Then, the BI Ig(s;, j) of this MSS according to (25)
and (30) is calculated as:

I (si.]) =Pr{§%:l} =

n (M-I _ (31)
T 2w | ifi=ss
) I=Ll#E \ w=s

0 if j#s.

From (31), it is clear that the BI Ip(s;) (27) can be com-
puted in the following manner:

Iy (51) =
=pr{mzl}= 11[ []\AZ_:lpl,wJ (32)

xi (s —>s-1) I=1;1i \ w=s

and the BI Ip(x;) (28) is:

A

M-1 (33)
1 Ml ﬁ (Mz—ll J
=— PLw ||
M-1 s=1 \=L;1#i \ w=s
The SF of the parallel MSS is defined as:
o(x) = MAX(x1, Xa,..., Xp). (34)

There is one DPLD for the parallel MSS, which
has nonzero values, i.e.

op(s > s—1)/0xi(s > s —1).
This DPLD has nonzero values for state vectors
(X1,-++»Xi_1, Xj+1,-- -, Xn), Which meet the following condi-
tion:

xi<sforalll=1,2,...,i—-1,i+l,...,n (35)

The BI Ig(s;, j) of the parallel MSS is calculated
according to (25) and (35):

L8 ee(joh) |
IB(Si’J)_pr{hZ:;‘)—axi (s—)s—l)_l =
(36)

n s—1
~ H(ZPI,WJ if j=s;

) =Ll \w=0

0 if j#s.
The BI I(s;) (27) can be calculated as:
Ig(si)=
=Pr{ op(s—>s—1) =1}= 11[ ( SZ_], pl,wJ (37)

ox; (s >s-1) 1=1;1i \ w=0
and the BI Ig(x;) (28) is defined as:
]\AZ:]P {6({) (s—>s-1) 1}
_ 8= 1

I (x;) - 1\E{s_—;s 1)

(38)

1=L1#1 \ w=0

So, using DPLDs, we have derived quite simple
formulae for computation of the BI of series and parallel
MSSs, which are defined by MIN and MAX MVL-
functions.

3.3. The Hand Calculation Example

Consider the MSS of three components (n = 3) in
two variants: with series (29) and parallel (34) structure.
Every component can be in one of 3 states (M; = M, =
M; = M = 3), and values of components states probabili-
ties of these systems are in table 3.
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Table 3
Components states probabilities
Compo- State
nent 0 1 2
1 0,1 0,1 0,8
2 0,3 0,1 0,6
0.1 0.2 0,7

The BIs for the series MSS are calculated by (33)
and the BI of the i-th system component of the parallel
MSS is calculated by (38) (table 4).

Table 4
Bls for the series and parallel MSS

The Birnbaum Importance
Compo-
nent The series The parallel sys-

system tem

1 0.525 0.075

2 0.685 0.035

3 0.555 0.055
Conclusion

Reliability is very important part of many systems.
One of the essential problems of reliability analysis is
the estimation of the influence of system components on
the system performance.

This influence can be measured by IMs. One of the
basic IMs is the BI.

In this paper, the calculation of the BI, using
DPLDs, has been considered.

We have shown that Logical Differential Calculus
can be very successfully used for derivation of formulae
for computation of the BI for various types of systems,
i.e. this calculus can be used in the case of BSSs and
MSSs too.

In this paper, we have studied only coherent sys-
tems. In the future work it will be very interesting to
consider using the technique of DPLDs in the Impor-
tance Analysis of non-coherent systems.
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PemeH3eHT: TOKTOp TEXH. HAYK, AOIEHT, pod. kad. A.B. ['opbeHko, HarpioHaIBHBII a9pOKOCMUYECKHN YHUBEPCUTET
M. H.E. XKyxoBckoro «XAWN», XapbkoB, YkpanHa.

OIIIHKA BIPHBAYMA JIJI51 AHAJII3Y HAJIIMHOCTI CUCTEMHU
3 JEKIJIbKOMA I IBOMA PIBHAMU INTPAIIE3JATHOCTI

M. Keawuaii, B. /Ivoeawenxo

VY Teopil HAAIHHOCTI BUKOPHCTOBYIOTHCS IBI MaTeMaTH4YHI MOENI, II0 OMHCYIOTH JABa a00 JCKLIbKAa PiBHIB
Mpale31aTHOCTI CUCTeMU. SIK MpaBHIIO, TaKi CHCTEMH CKJIAIAlOThCS O1IBII HIXK 3 OHOTO KOMIIOHEHTY, i TOMY, BaX-
JIMBMM 3aBJIaHHSIM € OIIIHKA CTYIICHIO BIUTUBY KOXKHOTO 3 KOMIOHEHTIB CUCTEMHM Ha 11 mpane3iaTHicTh. Llg ominka
3IIHCHIOETHCS, HATIPUKIIAJ, 33 JIOOMOr'OI0 OIIIHOK 3HauymiocTi. HalvacTime Ha MpakTUili BAKOPUCTOBYETHCS OIIiH-
ka bipuOayma. Crioyatky Iis OIliHKa Oysia BH3HAauYeHA T CHCTEM 3 JIBOMA PIBHSAMH MPaLe3aTHOCTI. Y TaHii poOoTi
TIPOITOHYETHCSl y3araJlbHEHHS i€l OLIHKH /IS BUNAJAKY CHCTEM 3 JEKIJIbKOMa DPIBHSAMHM IPAIE3IaTHOCTI, a TaKOXK
PO3TIISIAETHCS. HOBUH MMiAXiA 0 T 00YMCIIEHHs Ha OCHOBI MaTeMaTHYHOIO arapaTy JOTiYHOro AugepeHIiabHOro
YHCIIeHHs. BUKOpHUCTaHHS LIHOTO MiJXOAY J03BOJISE OTPUMATH OLIHKKM BbipHOayma Ayt MOCiiIOBHUX i apaelbHIX
CTPYKTYD.

Koarou4osi ciioBa: HajiiliHICTh, OIIHKK 3HAYYLIOCTI €IEMEHTIB, OlliHKa bipHOayma, cucTeMu 3 JieKiIbKoMa PiB-
HSIMH TIpalie3JaTHOCTI, JIOT1uHe Au(epeHIlialbHE YHCIICHHSI.

OIIEHKA BUPHBAYMA JIUISA AHAJIN3A HAAEXKHOCTU CUCTEMBI
C HECKOJIbBKMMHA U IBYMS YPOBHAMU PABOTOCIIOCOBHOCTH

M. Keawuaii, B. /lesauwenxo

B Teopuu HaaeKHOCTH HCIOB3YIOTCS JIBE MAaTeMAaTHYECKHE MOJEIH, OIMCHIBAIOIINE [BA WIH HECKOIBKO
YPOBHEH paboTOCIIOCOOHOCTH cucTeMbl. Kak MpaBMito, TAKHE CHCTEMBI COCTOSIT OoJiee YeM M3 OJHOTO KOMIIOHEHTa,
U TI03TOMY, Ba)KHOH 3a1aueii ABJISIETCS OLEHKA CTENEHN BIMAHHS KaXK0ro U3 KOMIIOHEHTOB CHCTEMBI Ha €€ paboTo-
CIOCOOHOCTh. JTa OICHKA OCYIICCTBIISACTCS, HAMPUMEp, ¢ MOMOIIBIO OIEHOK 3HauMMocTH. Hambomee yacto Ha
MPaKTHKE UCIONb3yeTcs olleHka buprbayma. [lepBoHauanbHO 3Ta OleHKA ObLTa OmMpeneseHa I CHCTEM C IBYMsI
ypoBHsAMHE paborocmocobHOoCcTH. B manHO# paboTe mpemiaraercs 0600IIeHHE 3TON OMEHKH IS Cydas CHCTEM C
HECKOJIBKUMH YPOBHAMH pabOTOCITIOCOOHOCTH, a TAK)KE PACCMATPUBAETCS HOBBIM IMOIXOM K €€ BHIYMCICHHIO Ha OC-
HOBE MaTEMaTHYECKOro ammapara Jorudeckoro auddepeHImansHoro ueancienust. Memnons308aHue 3TOro moaxoza
MO3BOJISIET TIOJTYYHUTh OLEHKH BUpHOayma JUIs TOCIeA0BATENbHBIX U MTAPAJUIEIBHBIX CTPYKTYP.

KunroueBble cioBa: HaJIEKHOCTh, OIICHKH 3HAYMMOCTH DJICMEHTOB, OllcHKa BupHOayMa, CHCTEMBI ¢ HECKOIb-
KAMH YPOBHIMH PabOTOCIIOCOOHOCTH, JIornueckoe auddepeHIrnanbHOe HCUUCICHHUE.
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