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A COMPARISON OF THE PERFORMANCE
OF IPV4 & IPV6 INFRASTRUCTURE NETWORKS

The great increase in the number of devices connected to the Internet was not predicted at the time of crea-
tion the IPv4 protocol. Due to the fast growth of the Internet, the problem of the IPv4 addresses space ex-
haustion has appeared. Different technologies and solutions, such as NAT and CIDR, were proposed to
solve alleviated the problem for some time but now the problem has become acute. IPv6, a modified version
of the IP protocol, was introduction to solve this problem but the uptake of this has been very slow. One of
the major stumbling blocks of the introduction is that the conversion has to been carried as a phased imple-
mentation requiring both IPv4 and IPv6 to be supported in the network infrastructure concurrently. Tunnel-
ing technologies, which allow IPv4 and IPV6 networks to operate simultaneously, have been developed. Un-
fortunately the use of these tunnels has an adverse effect on the network performance. This research was
conducted to discover what performance issues are associated with converting an IPv4 network to an IPv6
network. To eliminate the uncertainties related to the Internet performance a set of experiments was con-
ducted in the laboratory network to compare the delays experienced by packets traversing IPv4 network,
IPv4 network with NAT, IPv6 network and mixed networks with utilizing tunnels. Very significant variations
in the delays were found when using anything other than an IPv4 network.
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Introduction

The problem of IPv4 address exhaustion is a well
known problem that first appeared in the 1980s due to a
large unexpected increase in the number of Internet us-
ers. The problem has been exasperated by the rate of
take up of the internet in developing countries, the in-
troduction of smart mobile devices that are capable of
accessing the Internet using IP addresses and virtualiza-
tion technology. Despite the use of various technologies
to mitigate the problem, such as CIDR and NAT, in
April 2011 the first Regional Internet Registry (RIR) for
the Asia/Pacific Region (APNIC) exhausted its pool of
allocated addresses [3]. Additionally RIPE (Riiseaux IP
Europiiens) the European RIR ran out of addresses in
September 2012. It is predicted that the American Reg-
istry for Internet Numbers (ARIN) region will run out of
addresses by January 2014. Figure 1 shows the rate of
allocation of IPv4 addresses. So dealing with this prob-
lem has become high priority in many countries world-
wide.

IPv6, a new version of the IP protocol, was devel-
oped to solve this problem. To highlight the importance
of the change from IPv4 to IPv6 a launch test day was
announced “Happy World IPv6 Launch Day (June 6,
2012)” to encourage users to test their IPv6 Connec-
tions. The main advantage of the IPv6 is the bigger ad-

dress field, 128 bytes. It allows creation of larger num-
ber of the IP addresses [4].

However, it is not possible to complete transition
from IPv4 to IPv6 addressing in one simple upgrade due
mainly to the number of hosts, servers and infrastructure
devices that make up the Internet. Coordinating this
change is a massive task so this means that both IPv4 and
IPV6 protocols will be exist simultaneously on the Inter-
net [5]. Since this will require converting IPv4 packets to
IPv6 packets and vice versa it is likely that there will be
an effect on the overall performance of the Internet. This
paper investigates the performance issues associated with
running both protocols at the same time. Investigations
will be conducted on both IPv4 and IPv6 networks and in
the use of tunneling through the network.

1. Related work

Despite the fact that the IPv6 protocol has existed
for more than 10 years, there are not many academic
papers investigating the performance issues between the
different networks types. This is a short review of the
work.

In 2003 Zeadally et al. performed the series of ex-
periments to discover the performance of IPv4/IPv6 on
Windows 2000, Solaris 8 and RedHat 7.3 Operating
Systems [6, 7].
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Fig. 1. IPv4 Address exhaustion [http://www.potaroo.net/tools/ipv4/index.html]

The papers considered the CPU utilization, la-
tency and throughput of the Operating systems. The
main feature of current research is the investigation
with both TCP and UDP protocols. Their findings
were that there was only a small effect on the perform-
ance of the Operating systems with IPv4 and IPv6
networks. A similar set of the experiments to discover
IPv4 and IPv6 performance was conducted in 2007 in
the Central University of Venezuela [8]. Gamess and
Morales conducted the experiments with point-to-point
connection using two identical PCs to discover the
performance of IPv6 and IPv4 on such operating sys-
tems as Windows XP SP2, Solaris 10, and Debian 3.1,
for IPv4 and IPv6. The comparison was carried out on
the throughput of TCP and UDP protocols. The results
of the experiments presented, that a greater throughput
was obtained using IPv4 in both UDP and TCP vari-
ants than IPv6 [9].

In 2007 in the Chinese University of Hong Kong
the performance of the tunneling was investigated by
Law et al. [10]. Experiments were conducted over a
6 month period using 7 IPv6/IPv4 dual-stack machines
running Windows XP and Fedora Core 5. The results
showed that of the 10,534 hosts randomly chosen only
2,014 were reachable from both IPv4 and IPv6. As a
result it was concluded that the Windows-based clients
using IPv6 showed much lower performance than Unix-
based clients. The effect of tunneling IPv6 and native
IPv6 are very similar.

Arthur Berger conducted a set of experiments in
2011 to discover the performance of the IPv4 and IPv6
networks. [11]. Measurements of the performance of the

tunneled networks compared to the native networks was
also performed. Another important feature of this inves-
tigation was the analysis by geographical areas. The
results of the current research showed that the perform-
ance of the tunneled network was higher than that of the
native IPv6 network.

Research work presented in this paper concentrates
on the performance of the network and the infrastructure
devices rather than the Operating Systems of the host
machines.

For these tests Cisco 2600 series routers were used
with and advanced IOS Operating system necessary for
the support of IPv6.

2. Investigations

2.1. Laboratory Network

When considering performance of networks there
are many variables to be considered however to make
results meaningful it is necessary to eliminate some of
these variables by keeping them constant. The perform-
ance of the IPv4, IPv6 and mixed networks was evalu-
ated using delays caused by the network components.

Network traffic was generated by the use of the
ping utility which sends ICMP Request packets from
PC 0 to PC_1 and receives ICMP packets back from
PC 1.

These packets are captured using the Wireshark
utility run on a dual ported Linux machine PC M
(fig. 2). This is quite a unique technique to use since it
ensures that time values obtained from either side of the
network are synchronized.
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Fig. 2. Network, used in the investigation

An initial experiment was conducted to identify
the accuracy of the measurements and the delay, which
theoretically should be 0 ps but in reality was on aver-
age 6 us. This would be the error bar for the all the re-
sults obtained in the work. Statistical parameters such as
minimum, maximum, average, mode and standard de-
viation were used for comparison.

2.2. IPv4, NAT and IPv6 tests

All tests were carried out using the same equip-
ment the only difference being the configurations of the
router to support the native protocols. As part of the
initiative to save IPv4 addresses Network Address
Translation (NAT) with private IPv4 Addresses is stan-
dard practice in most networks with Internet connec-
tivity.

So to make an initial comparison of the basic de-
lays experienced by packets in the network experiments
were carried out with IPv4 native network and IPv4
network with NAT enabled and IPv6 native. Table 1
contains the results obtained.

It can be seen that there is a significant difference
between the delay when using IPv4 with NAT and IPv6

networks. Based on the average values the delay in an
IPv4 network with NAT are approx. 80% longer than
for the IPv4 native network. Additionally when using a
native IPv6 network the difference in the average delay
over values, is around 415%.

Table 1
Delay in ps for IPv4, IPv4
with NAT and IPv6 network
Min Max Mean Stal.ld%rd
Deviation
IPvd native | 50 | 373 | 956 33
network
IPv4 net-
work with 358 634 459 ~38
NAT
IPvémative | 115 | 3048 | 1318 ~232
network

Delays were obtained from the times collected in
PC M, Fig 1, using (Tethl — Teth0). These results were
also analyzed using a histogram process and plotted in
Fig 3.

E
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Fig. 3. Comparison of the delay for IPv4, IPv4 with NAT and IPv6
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This makes the comparison to be more easily seen.
The x-axis is delay in ps and y-axis is the number of
times this value was obtained, 1000 packets were ana-
lysed for each network configuration.

It has been clearly demonstrated that there is an in-
crease in delay when NAT or IPv6 networks are config-
ured.

2.3. Performance of IPv4 and IPv6 networks
using tunnels

As discussed previously, it is not practical to con-
vert the network in easily so both IPv4 and IPv6 proto-
cols will exist on the same network. Further investiga-
tion were conducted to determinate the performance of a
networks that contained a mixture of IPv4 and IPv6
protocols.

All tests were carried out using the same equip-
ment the only difference being the configurations of
tunnels between the routers.

In the first set of tests the protocol used was either
IPv4 or IPv6 however, these tests use the static tunnel
functionality provide in routers. Initially the routers
were configured to accept IPv6 packets then pass them

through an IPv4 tunnel before being converted back to
IPv6 packets referred to as [Pv6-IPv4-IPv6 mixed net-
work in table 2.

Following this IPv4 packets were passed through
an IPv6 tunnel, these are referred to as IPv4-IPv6-1Pv4
mixed network in table 2.

Table 2
Delay in ps for IPv4 and IPv6
tunnel networks
Min | Max | Mean Stal.ld%rd
Deviation
IPVO-IPVA-IPV6 | 1955 | 3369 | 2131 | ~166
mixed network
IPVA-IPV6-IPVA | 5109 1 6319 | 2459 | ~243
mixed network

This shows that the IPv4-IPv6-IPv4 network has
the largest delay and when compared with an IPv4 net-
work the delay is increased by more than 850%.

A histogram of the results has been plotted in fig-
ure 4 from which it can be clearly seen that the IPv4
network has the best performance.
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Fig. 4. Delays for Ipv4, IPv6 and tunnel networks

All the technologies designed to solve the problem
of the IPv4 addresses space exhaustion impact on the
network performance. In fact there is a significant dif-
ference between the performances of the different net-
work types. Even the IPv6 native network creates five
times longer delay, than IPv4 native network and almost
3 times longer delay than IPv4 network with NAT.

Conclusion

IPv4 address space exhaustion is a very important
problem that can no longer be forgotten about. Several
technologies, such as NAT, were proposed to solve this,
but only the replacement of the old IPv4 version of the
IP protocol by the new IPv6 version can completely
solve the problem. Converting networks to use the IPv6

protocol involves reconfiguring or replacing every de-
vice in the network infrastructure, as well as the servers
and host devices. So carrying out this upgrade has to be
carried out as a phased project due to the sheer number
of devices involved. Hence IPv6 networks and IPv4
network will have to operate simultaneously for the
foreseeable future. To accommodate this tunneling
technologies are used. All the present technologies and
networks will allow the networks to work in the new
concurrently but there are performance issues associated
with using these conversion techniques.

By carrying out experiments in a laboratory condi-
tions this investigation show that each attempt to deal
with the address problem requires the network to be
modified and results in increased network delays. Due
to the variations in the times that are taken to handle the
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packets statistical techniques have been used to analyze
the data. Average delays for the networks have been
calculated and are used as an indication of the typical
delay.

The average delay through the IPv4 native network
was found to be 256 microseconds and that when using
IPv4 network with NAT is almost twice longer, 459
microseconds. However when IPv6 is used in the net-
work the delay is increased to 1318 microseconds,
which is 5 times longer than for IPv4. So converting an
IPv4 network to a IPv6 network with present routers
and Operating systems will have an adverse effect on
the performance and hence a great deal of consideration
needs to be given before taking this step.

Due to the requirement that IPv4 and IPv6 would
have to coexist on the network then a consideration has
to be given to the performance of tunnels. These inves-
tigations show that this scenario produces the worst per-
formance. A mixed IPv6-IPv4-IPv6 network with static
tunnel creates the average delay of 2131 microseconds,
and the mixed IPv4-IPv6-1Pv4 network with static tun-
nel creates the average delay of 2460 microseconds.

Table 3 shows the % by which the average delay
through the network, in Figure 1, is increased above that
of an IPv4 network.

Table 3
Comparison of % increase in delay
Compared to IPv4
network
IPv4 network with NAT > 80%

IPv6 native network >415%

IPY6-IPV4-IPV6 > 730%
mixed network

IPy4-IPV6-IPv4 > 850%
mixed network

Finally it can be concluded that unless it is abso-
lutely necessary then converting from an IPv4 to an
IPv6 network utilizing the present equipment is not rec-
ommended.

Future work

All the tests conducted as part of this research
were carried out on currently available hardware using
the advance version of the Cisco operating systems,
future work requires the investigation of the effect on
igh performance routers.

Mixed networks were investigated only with the
configuration of static tunnels, further investigation
need to be done to obtain results for auto-configurable
tunnels.

Due to the limited size of the network this current re-
search has not taken into account the increase in the size of
the routing table that is likely to occur in an IPv6 network.
It is expected that this could have an adverse effect on the
network performance.
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MPUHIAIYA ONITUMIBAILI CIIUCKIB KOHTPOJIIO TOCTYITY
B MEXAX IOMEHY

.H. /lesic, M. Teexyn, B. I paym, H. Peauosa

[Tix wac crBopenHst npotokony [Pv4 He nepenbaydanocs HassBHICTh y MEpPEKi TaKOl KUTBKOCTI MPUCTPOIB, SIK 3a-
pas, 1ie CTaJI0 MPUIMHOK BUHUKHEHHS nediiuty anpec. [l BupitneHHs miel mpobiieMu Oyl CTBOPEHI pi3HiI TEXHO-
sorivHi pimenHs, Taki sk, NAT 1 CIDR, ane X BUKOPUCTaHHS BUSBHIIOCS JIUIIIE THMYACOBUM pilieHHAM. [IoBHICTIO
BUpimHTH 1podiemy Opaky [P-anpec mo3Bonsie BukopucTanHs nporokony [Pv6, mpore fioro BipoBapkeHHs Bia0y-
BaeTbcsl NMOBLIBHO. Lle mocmimkenHs Oyino mpoBeJeHO, 00 BU3HAYMIM K BIUIMBA€E INepeTBOpeHHs aapec IPv4 B
IPv6 i HaBIIaKW HA MPOAYKTUBHICTh Mepexki. ExcriepuMeHTH POBEICHO B YMOBax J1abopaToOpHOi MEpexi, o0 yCy-
HYTH BIUIMB Ha NMPOAYKTHBHICTh HeBU3HAaueHUX (pakTopiB [HTepHET. 3MiHA 3aTPUMKH MAKETIB JOCHIIPKYBAIACh JJIS
Mmepexi IPv4, IPv4 3 Bukopuctanusim NAT, mepex IPv6 Ta 3MmimaHux mMepex 3 BUKOPUCTAHHSIM TECHEIIOBAHHSI.
Haii6inpi 3HauHI 3MiHM 3aTPUMKH CIIOCTEPITaInCs MPU BUKOPUCTaHHI TUTBKH Mepex [Pv4.

Karwuosi cioBa: [nrepHer nporokon, Buuepnanus aapec [Pv4, IPv4 — Ipv6 tyneni, NAT, npoayKTHBHICTh
Mepexi.

MHNPUHIMUIIBI OIITUMHNU3ALNU CITMCKOB KOHTPOJISA JOCTYIIA
B NPEJEJAX TOMEHA

J.H. /lesuc, H. Teexyn, B. I paym, H. Peaueea

Bo Bpems co3nganus npotokona [Pv4 He npeanonaragocs HaIM4ue B CETH TaAKOI'O KOIUYECTBA YCTPOMCTB, KakK
B JIaHHBI MOMEHT, 4TO MOCTY)KWIIO IPHYUHON BOZHUKHOBEHUS AeduirTa aapecoB. s penieHns: 3Toi mpooieMbl
OBUTH CO3JIaHbI pa3IMYHbIe TEXHOJIOrnueckue peuenus, takue kak, NAT u CIDR, HO UX HCIIOIb30BaHHE OKA3aJI0Ch
JIMIIb BpEeMEHHBIM pelieHrneM. [1oMHOCThIO pemmnTh mpobneMy HexBaTku [P-anpecoB MO3BOJSIET MCHONB30BaHUE
nporokona [Pv6, onHako ero BHeIpeHUE MPOUCXOUT MEIJICHHO. JTO HCCIeI0BaHUe ObLIO MPOBENEHO, YTOObI OIl-
peneNnuTh Kak BIUsIeT nmpeodpaszopanue aapecoB [IPv4 B IPv6 u Ha000pOT Ha MPOU3BOAUTEIBHOCTL CETH. DKCIIEpH-
MEHTBI TIPOBOJIUTH B YCJIOBHUSX JIAOOPATOPHOM CeTH, YTOOBI YCTPAaHHUTh BIUSIHUE HA IPOM3BOAMTEIHLHOCTH HEOIpe-
nenleHHbIX (pakTopoB MHTepHeT. VI3MeHeHHe 3a1ep KKK NTAaKeTOB UCCIIEA0BaIoCh s cetd IPv4, IPv4 ¢ ucmons3osa-
nueM NAT, cereit IPv6 u cMelmaHHBIX CeTel ¢ MCIOIb30BaHHEM TyHHeTUpoBaHus. Hanbosnee 3HaUnTEILHBIE H3Me-
HEHHUS 3aJICP)KKU HAOJIIOIAIUCh TPH UCIIOIb30BAaHUH TOJIBKO cereli IPv4.

Karwouessbie ciaoBa: VHrepHer nporokon, nepuuut aapeco [Pv4, IPv4 — IPv6 tynnenu, NAT, npousBoau-
TENBHOCTh CETH.
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