
Безпека і резильєнтність інфраструктур 39 

UDC 621.391 
 
J.N. DAVIES1, M. TEVKUN1, V. GROUT1, N. RVACHOVA2  
 
1 Creative and Applied Research for the Digital Society (CARDS),  

Glyndŵr University, Wrexham, UK 
2 Poltava National Technical University, Poltava, Ukraine 
 

A COMPARISON OF THE PERFORMANCE  
OF IPV4 & IPV6 INFRASTRUCTURE NETWORKS 

 
The great increase in the number of devices connected to the Internet was not predicted at the time of crea-
tion the IPv4 protocol. Due to the fast growth of the Internet, the problem of the IPv4 addresses space ex-
haustion has appeared. Different technologies and solutions, such as NAT and CIDR, were proposed to 
solve alleviated the problem for some time but now the problem has become acute. IPv6, a modified version 
of the IP protocol, was introduction to solve this problem but the uptake of this has been very slow. One of 
the major stumbling blocks of the introduction is that the conversion has to been carried as a phased imple-
mentation requiring both IPv4 and IPv6 to be supported in the network infrastructure concurrently. Tunnel-
ing technologies, which allow IPv4 and IPV6 networks to operate simultaneously, have been developed. Un-
fortunately the use of these tunnels has an adverse effect on the network performance. This research was 
conducted to discover what performance issues are associated with converting an IPv4 network to an IPv6 
network. To eliminate the uncertainties related to the Internet performance a set of experiments was con-
ducted in the laboratory network to compare the delays experienced by packets traversing IPv4 network, 
IPv4 network with NAT, IPv6 network and mixed networks with utilizing tunnels. Very significant variations 
in the delays were found when using anything other than an IPv4 network. 
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Introduction 

 
The problem of IPv4 address exhaustion is a well 

known problem that first appeared in the 1980s due to a 
large unexpected increase in the number of Internet us-
ers. The problem has been exasperated by the rate of 
take up of the internet in developing countries, the in-
troduction of smart mobile devices that are capable of 
accessing the Internet using IP addresses and virtualiza-
tion technology. Despite the use of various technologies 
to mitigate the problem, such as CIDR and NAT, in 
April 2011 the first Regional Internet Registry (RIR) for 
the Asia/Pacific Region (APNIC) exhausted its pool of 
allocated addresses [3]. Additionally RIPE (Rйseaux IP 
Europйens) the European RIR ran out of addresses in 
September 2012. It is predicted that the American Reg-
istry for Internet Numbers (ARIN) region will run out of 
addresses by January 2014. Figure 1 shows the rate of 
allocation of IPv4 addresses. So dealing with this prob-
lem has become high priority in many countries world-
wide.  

IPv6, a new version of the IP protocol, was devel-
oped to solve this problem. To highlight the importance 
of the change from IPv4 to IPv6 a launch test day was 
announced “Happy World IPv6 Launch Day (June 6, 
2012)” to encourage users to test their IPv6 Connec-
tions. The main advantage of the IPv6 is the bigger ad-

dress field, 128 bytes. It allows creation of larger num-
ber of the IP addresses [4].  

However, it is not possible to complete transition 
from IPv4 to IPv6 addressing in one simple upgrade due 
mainly to the number of hosts, servers and infrastructure 
devices that make up the Internet. Coordinating this 
change is a massive task so this means that both IPv4 and 
IPV6 protocols will be exist simultaneously on the Inter-
net [5]. Since this will require converting IPv4 packets to 
IPv6 packets and vice versa it is likely that there will be 
an effect on the overall performance of the Internet. This 
paper investigates the performance issues associated with 
running both protocols at the same time. Investigations 
will be conducted on both IPv4 and IPv6 networks and in 
the use of tunneling through the network.  

 
1. Related work 

 
Despite the fact that the IPv6 protocol has existed 

for more than 10 years, there are not many academic 
papers investigating the performance issues between the 
different networks types. This is a short review of the 
work.  

In 2003 Zeadally et al. performed the series of ex-
periments to discover the performance of IPv4/IPv6 on 
Windows 2000, Solaris 8 and RedHat 7.3 Operating 
Systems [6, 7]. 
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Fig. 1. IPv4 Address exhaustion [http://www.potaroo.net/tools/ipv4/index.html] 

 
The papers considered the CPU utilization, la-

tency and throughput of the Operating systems. The 
main feature of current research is the investigation 
with both TCP and UDP protocols. Their findings 
were that there was only a small effect on the perform-
ance of the Operating systems with IPv4 and IPv6 
networks. A similar set of the experiments to discover 
IPv4 and IPv6 performance was conducted in 2007 in 
the Central University of Venezuela [8]. Gamess and 
Morales conducted the experiments with point-to-point 
connection using two identical PCs to discover the 
performance of IPv6 and IPv4 on such operating sys-
tems as Windows XP SP2, Solaris 10, and Debian 3.1, 
for IPv4 and IPv6. The comparison was carried out on 
the throughput of TCP and UDP protocols. The results 
of the experiments presented, that a greater throughput 
was obtained using IPv4 in both UDP and TCP vari-
ants than IPv6 [9]. 

In 2007 in the Chinese University of Hong Kong 
the performance of the tunneling was investigated by 
Law et al. [10]. Experiments were conducted over a 
6 month period using 7 IPv6/IPv4 dual-stack machines 
running Windows XP and Fedora Core 5. The results 
showed that of the 10,534 hosts randomly chosen only 
2,014 were reachable from both IPv4 and IPv6. As a 
result it was concluded that the Windows-based clients 
using IPv6 showed much lower performance than Unix-
based clients. The effect of tunneling IPv6 and native 
IPv6 are very similar. 

Arthur Berger conducted a set of experiments in 
2011 to discover the performance of the IPv4 and IPv6 
networks. [11]. Measurements of the performance of the 

tunneled networks compared to the native networks was 
also performed. Another important feature of this inves-
tigation was the analysis by geographical areas. The 
results of the current research showed that the perform-
ance of the tunneled network was higher than that of the 
native IPv6 network.  

Research work presented in this paper concentrates 
on the performance of the network and the infrastructure 
devices rather than the Operating Systems of the host 
machines.  

For these tests Cisco 2600 series routers were used 
with and advanced IOS Operating system necessary for 
the support of IPv6. 

 
2. Investigations 

2.1. Laboratory Network 
 

When considering performance of networks there 
are many variables to be considered however to make 
results meaningful it is necessary to eliminate some of 
these variables by keeping them constant. The perform-
ance of the IPv4, IPv6 and mixed networks was evalu-
ated using delays caused by the network components.  

Network traffic was generated by the use of the 
ping utility which sends ICMP Request packets from 
PC_0 to PC_1 and receives ICMP packets back from 
PC_1.  

These packets are captured using the Wireshark 
utility run on a dual ported Linux machine PC_M 
(fig. 2).  This is quite  a unique technique to use  since it  

 ensures that time values obtained from either side of the 
network are synchronized. 
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Fig. 2. Network, used in the investigation 

 
An initial experiment was conducted to identify 

the accuracy of the measurements and the delay, which 
theoretically should be 0 µs but in reality was on aver-
age 6 µs. This would be the error bar for the all the re-
sults obtained in the work. Statistical parameters such as 
minimum, maximum, average, mode and standard de-
viation were used for comparison. 
 

2.2. IPv4, NAT and IPv6 tests 
 

All tests were carried out using the same equip-
ment the only difference being the configurations of the 
router to support the native protocols. As part of the 
initiative to save IPv4 addresses Network Address 
Translation (NAT) with private IPv4 Addresses is stan-
dard practice in most networks with Internet connec-
tivity.  

So to make an initial comparison of the basic de-
lays experienced by packets in the network experiments 
were carried out with IPv4 native network and IPv4 
network with NAT enabled and IPv6 native. Table 1 
contains the results obtained. 

It can be seen that there is a significant difference 
between the delay when using IPv4 with NAT and IPv6  
 

networks. Based on the average values the delay in an 
IPv4 network with NAT are approx. 80% longer than 
for the IPv4 native network. Additionally when using a 
native IPv6 network the difference in the average delay 
over values, is around 415%. 

Table 1 
Delay in µѕ for IPv4, IPv4  

with NAT and IPv6 network 

 Min Max Mean Standard  
Deviation 

IPv4 native 
network 158 373 256 ~33 

IPv4 net-
work with 

NAT  
358 634 459 ~38 

IPv6 native 
network 1110 3048 1318 ~232 

 
Delays were obtained from the times collected in 

PC_M, Fig 1, using (Teth1 – Teth0). These results were 
also analyzed using a histogram process and plotted in 
Fig 3.  

 
Fig. 3. Comparison of the delay for IPv4, IPv4 with NAT and IPv6 
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This makes the comparison to be more easily seen. 
The x-axis is delay in µs and y-axis is the number of 
times this value was obtained, 1000 packets were ana-
lysed for each network configuration. 

It has been clearly demonstrated that there is an in-
crease in delay when NAT or IPv6 networks are config-
ured. 

 

2.3. Performance of IPv4 and IPv6 networks  
using tunnels 

 

As discussed previously, it is not practical to con-
vert the network in easily so both IPv4 and IPv6 proto-
cols will exist on the same network. Further investiga-
tion were conducted to determinate the performance of a 
networks that contained a mixture of IPv4 and IPv6 
protocols.  

All tests were carried out using the same equip-
ment the only difference being the configurations of 
tunnels between the routers.  

In the first set of tests the protocol used was either 
IPv4 or IPv6 however, these tests use the static tunnel 
functionality provide in routers. Initially the routers 
were configured to accept IPv6 packets then pass them 

through an IPv4 tunnel before being converted back to 
IPv6 packets referred to as IPv6-IPv4-IPv6 mixed net-
work in table 2.  

Following this IPv4 packets were passed through 
an IPv6 tunnel, these are referred to as IPv4-IPv6-IPv4 
mixed network in table 2.  

Table 2 
Delay in µѕ for IPv4 and IPv6  

tunnel networks 

 Min Max Mean Standard 
Deviation 

IPv6-IPv4-IPv6 
mixed network 1952 3369 2131 ~166 

IPv4-IPv6-IPv4 
mixed network 2189 6319 2459 ~243 

 
This shows that the IPv4-IPv6-IPv4 network has 

the largest delay and when compared with an IPv4 net-
work the delay is increased by more than 850%.  

A histogram of the results has been plotted in fig-
ure 4 from which it can be clearly seen that the IPv4 
network has the best performance. 

 
Fig. 4. Delays for Ipv4, IPv6 and tunnel networks 

 
All the technologies designed to solve the problem 

of the IPv4 addresses space exhaustion impact on the 
network performance. In fact there is a significant dif-
ference between the performances of the different net-
work types. Even the IPv6 native network creates five 
times longer delay, than IPv4 native network and almost 
3 times longer delay than IPv4 network with NAT.  
 

Conclusion 
 
IPv4 address space exhaustion is a very important 

problem that can no longer be forgotten about. Several 
technologies, such as NAT, were proposed to solve this, 
but only the replacement of the old IPv4 version of the 
IP protocol by the new IPv6 version can completely 
solve the problem. Converting networks to use the IPv6 

protocol involves reconfiguring or replacing every de-
vice in the network infrastructure, as well as the servers 
and host devices. So carrying out this upgrade has to be 
carried out as a phased project due to the sheer number 
of devices involved. Hence IPv6 networks and IPv4 
network will have to operate simultaneously for the 
foreseeable future. To accommodate this tunneling 
technologies are used. All the present technologies and 
networks will allow the networks to work in the new 
concurrently but there are performance issues associated 
with using these conversion techniques. 

By carrying out experiments in a laboratory condi-
tions this investigation show that each attempt to deal 
with the address problem requires the network to be 
modified and results in increased network delays. Due 
to the variations in the times that are taken to handle the 
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packets statistical techniques have been used to analyze 
the data. Average delays for the networks have been 
calculated and are used as an indication of the typical 
delay.  

The average delay through the IPv4 native network 
was found to be 256 microseconds and that when using 
IPv4 network with NAT is almost twice longer, 459 
microseconds. However when IPv6 is used in the net-
work the delay is increased to 1318 microseconds, 
which is 5 times longer than for IPv4. So converting an 
IPv4 network to a IPv6 network with present routers 
and Operating systems will have an adverse effect on 
the performance and hence a great deal of consideration 
needs to be given before taking this step.  

Due to the requirement that IPv4 and IPv6 would 
have to coexist on the network then a consideration has 
to be given to the performance of tunnels. These inves-
tigations show that this scenario produces the worst per-
formance. A mixed IPv6-IPv4-IPv6 network with static 
tunnel creates the average delay of 2131 microseconds, 
and the mixed IPv4-IPv6-IPv4 network with static tun-
nel creates the average delay of 2460 microseconds.  

Table 3 shows the % by which the average delay 
through the network, in Figure 1, is increased above that 
of an IPv4 network. 

Table 3 
Comparison of % increase in delay 

 Compared to IPv4 
 network 

IPv4 network with NAT > 80% 
IPv6 native network > 415% 

IPv6-IPv4-IPv6  
mixed network > 730% 

IPv4-IPv6-IPv4  
mixed network > 850% 

 
Finally it can be concluded that unless it is abso-

lutely necessary then converting from an IPv4 to an 
IPv6 network utilizing the present equipment is not rec-
ommended. 

 

Future work 
 

All the tests conducted as part of this research 
were carried out on currently available hardware using 
the advance version of the Cisco operating systems, 
future work requires the investigation of the effect on 
igh performance routers.  

Mixed networks were investigated only with the 
configuration of static tunnels, further investigation 
need to be done to obtain results for auto-configurable 
tunnels. 

Due to the limited size of the network this current re-
search has not taken into account the increase in the size of 
the routing table that is likely to occur in an IPv6 network. 
It is expected that this could have an adverse effect on the 
network performance. 
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ПРИНЦИПИ ОПТИМІЗАЦІЇ СПИСКІВ КОНТРОЛЮ ДОСТУПУ  
В МЕЖАХ ДОМЕНУ 

Д.Н. Девіс, М. Тевкун, В. Граут, Н. Рвачова 
Під час створення протоколу IPv4 не передбачалося наявність у мережі такої кількості пристроїв, як за-

раз, це стало причиною виникнення дефіциту адрес. Для вирішення цієї проблеми були створені різні техно-
логічні рішення, такі як, NAT і CIDR, але їх використання виявилося лише тимчасовим рішенням. Повністю 
вирішити проблему браку ІР-адрес дозволяє використання протоколу IPv6, проте його впровадження відбу-
вається повільно. Це дослідження було проведено, щоб визначили як впливає перетворення адрес IPv4 в 
IPv6 і навпаки на продуктивність мережі. Експерименти проведено в умовах лабораторної мережі, щоб усу-
нути вплив на продуктивність невизначених факторів Інтернет. Зміна затримки пакетів досліджувалась для 
мережі IPv4, IPv4 з використанням NAT, мереж IPv6 та змішаних мереж з використанням тeнелювання. 
Найбільш значні зміни затримки спостерігалися при використанні тільки мереж IPv4. 

Ключові слова: Інтернет протокол, вичерпання адрес IPv4, IPv4 – Ipv6 тунелі, NAT, продуктивність 
мережі.  

 
ПРИНЦИПЫ ОПТИМИЗАЦИИ СПИСКОВ КОНТРОЛЯ ДОСТУПА  

В ПРЕДЕЛАХ ДОМЕНА 
Д.Н. Девис, Н. Тевкун, В. Граут, Н. Рвачева 

Во время создания протокола IPv4 не предполагалось наличие в сети такого количества устройств, как 
в данный момент, что послужило причиной возникновения дефицита адресов. Для решения этой проблемы 
были созданы различные технологические решения, такие как, NAT и CIDR, но их использование оказалось 
лишь временным решением. Полностью решить проблему нехватки ІР-адресов позволяет использование 
протокола IPv6, однако его внедрение происходит медленно. Это исследование было проведено, чтобы оп-
ределить как влияет преобразование адресов IPv4 в IPv6 и наоборот на производительность сети. Экспери-
менты проводить в условиях лабораторной сети, чтобы устранить влияние на производительность неопре-
деленных факторов Интернет. Изменение задержки пакетов исследовалось для сети IPv4, IPv4 с использова-
нием NAT, сетей IPv6 и смешанных сетей с использованием туннелирования. Наиболее значительные изме-
нения задержки наблюдались при использовании только сетей IPv4. 

Ключевые слова: Интернет протокол, дефицит адресов IPv4, IPv4 – IPv6 туннели, NAT, производи-
тельность сети.  
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