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The paper has considered the intellectual agents' interaction mechanisms in thread processes modeling. The 
major advantages of the approach have been demonstrated, related to the possibility to create elements of in-
dividual behavior, dynamically changing in the process of simulation, using adaptation and self-organization 
mechanisms. This paper deals with issues related to executors information interaction in the organizational 
management structure with allowance for auction mechanisms of works distribution and dynamic changes 
emerging during the simulation due to risk factors manifestations. 
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Introduction 
 

The most effective analysis and prediction of dy-
namical characteristics of production systems are pro-
vided by the facilities based on simulation modeling 
methods. The use of intellectual information technolo-
gies implemented in the form of agent-based systems is 
of current interest for provision of flexible dynamic be-
havior mechanisms, autonomy and adaptation of indi-
vidual components of a simulation model. The agent-
based modeling [1] assumes that a model includes a 
number of agents – information (program) elements – 
interacting among themselves and with external envi-
ronment, having their goals and tasks, internal state and 
behavioral rules. Therefore, since each individual agent 
executes its own task, and the common task is solved by 
a number of agents, there is a need to have methods of 
interaction and synchronization of different agents’ ac-
tions. The agents exchange information with one an-
other by means of negotiation. The agent interaction 
protocol determines a pattern (distributed algorithm), 
according to which negotiations are conducted. Consid-
ering the diversity of the agents' interaction mechanisms 
(cooperation, competition, compromise etc.), the agents 
must be provided with developed communication proto-
cols. 

 
The Analysis of Latest Researches  

And Publications 
 
All researches in the field of multiagent systems 

point out such communication component of the intel-
lectual agent interaction as message exchange. The 
principles of speech act theories form the basis of com-
munications in the multiagent systems. The agent com-

munication languages (ACLs) – standard message ex-
change protocols - are used for the agents' interaction. 

At present, there exist two most widely used lan-
guages – FIPA ACL and KQML. 

KQML was developed on the initiative of the Ad-
vanced Research Projects Agency (ARPA) and consists 
of two parts: Knowledge Query and Manipulation Lan-
guage (KQML); Knowledge Interchange Format (KIF). 
The KQML language [2] consists of three levels: con-
tent, messages and communications. Knowledge repre-
sentation in some language is on the content level. The 
message level adds extra attributes such as description 
of a language, in which the content is expressed, its on-
tology and the type of communication method used. The 
communication level adds information about the mes-
sage sender and receiver, and indicates whether a mes-
sage is synchronous or asynchronous. KQML deter-
mines the number of valid communication performa-
tives, for example: ask-if, perform, tell, reply. 

On the language level, KIF [3] is used, being a 
message content transfer format. Usually, KIF is not 
used as a language for internal knowledge representa-
tion but only as a language of knowledge/data exchange 
with other agents. The agent receives external knowl-
edge expressed in the KIF language, translates it into an 
internal representation (lists, frames etc.), and performs 
all computations using these internal representations. 

However, the agreement on the knowledge transfer 
language does not guarantee absolute knowledge ex-
change; therefore, this knowledge can be structured dif-
ferently, defined by different terms, unknown to other 
agents. To preserve the declarative content of this 
knowledge, and thus to be able to form queries to other 
intellectual systems, exchange knowledge with them, 
the knowledge shall be represented in a formal form. 

 O.M. Pakhnina 
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Therefore, a formal and declarative representation shall 
be formed, including a list (vocabulary) of references to 
terms in a desired subject area and logical expressions 
(rules), describing definitions of the said terms and their 
interaction. Such representation is called the subject 
area ontology, serves for simplification of programming 
the agents’ behavior, and is used by them when interact-
ing. 

FIPA ACL [4] is developed by the FIPA Commit-
tee (The Foundation for Intelligent, Physical Agents) in 
charge of the issues of agents and agent platforms crea-
tion and interaction standards development. The general 
structure of this protocol is very similar to KQML: per-
formative, housekeeping, content- an informative por-
tion of a message.  

 
The Research Objective 

 
The article suggests an approach to the simulation 

modeling of production systems as processes of infor-
mation interchange among different active functional 
components of a simulation model represented as 
agents. Employing this approach enables simulation of 
dynamic business-processes, whose scenarios are per-
manently varying with time under the influence of in-
ternal and external factors. In the suggested simulation 

modeling system, the agents are oriented at performing 
workflows comprising a business-process. Accordingly, 
the article deals with the features related to organization 
of effective interaction of intellectual agents, which can 
be associated with the executors cooperation during the 
common tasks execution, with the search for an opti-
mum executor capable of performing the work on the 
most advantageous terms, for coordinations emerging 
when risk situations occur etc. 

 
The Agent-Based Simulation Model 
 
The architecture of the suggested simulation sys-

tem is based on knowledge (has a knowledge base, and 
the decisions on the agents’ actions are taken based on 
the inference engines) and is hierarchical, since there 
are the «meta-level» agents, coordinating distributed 
task execution by other agents.  

Fig. 1 shows the system agents, considering their 
roles in interaction in the simulation process. 

The discrete-event-driven simulation modeling 
system [5] forms a conceptual basis for creating the 
agent simulation system. Its major model element is a 
block of tasks or works, with an individual TaskAgent  
being assigned to each of them, the main task of the 
TaskAgent will be a successful task completion (in time, 
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Fig. 1. The system agents 
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at the expense of the allocated funds, in full scope and at 
a required quality). 

The TaskAgent class in the ontological knowledge 
base has the following attributes: the task type (fixed 
duration, fixed volume, extendible, check events); exe-
cution duration; work volume per task; labor consump-
tion; direct costs per task; task execution period limita-
tions, nesting tags, priorities, synchronization condi-
tions, resources, schedule dates and terms of execution, 
risks, interruptability etc. 

Dynamic processes in the discrete - event-driven 
simulation model exist in the form of interaction of a 
number of components [5]. When switching from the 
discrete - event-driven simulation model to the agent 
representation of the simulation model, one should pro-
ceed from distinguishing individually behaving ele-
ments [6]. 

With this approach used, all the simulated dynamic 
«entities» (products, parts, orders, queries, requests, 
documents etc.) are the TransactionAgents, and the next 
transaction generation in the system will correspond to a 
new agent creation. 

In the discrete-event-driven simulation modeling 
system, the devices service transactions and are de-
signed to limit the works performed based on the vol-
ume and configuration of the available process facilities 
and various resources.  

Resources may be understood as people, equip-
ment and materials required for the task execution [7]. 
The resources are individually behaving elements; 
therefore, they are represented by two types of agents: 
the ExecutorAgents (units of organizational manage-
ment structure) and the ResourceAgents (all other re-
source types).  

Separation of an individual ExecutorAgent class 
results from solving the task of modeling the informa-
tion interaction among the organizational structure units 
in this system (individual employees, departments and 
other sections of the administrative machinery). Fea-
tures of the ExecutorAgents interaction are primarily 
associated with the fact that the relations between them 
are supported due to the links existing in the organiza-
tional structure, conventionally subdivided into horizon-
tal (matching links) and vertical (subordination links). 
Except for the subordination hierarchy, it is also neces-
sary to take into account the structure of data link chan-
nels between the organizational structure units; the na-
ture and dynamics of information exchange among them 
in the course of management at all levels. Moreover, 
behavior scenarios and protocols of an organizational 
structure unit interaction with other agents will depend 
on its role towards the task (initiator, decision-maker, 
coordinator, manager, direct executor, intermediary). 

To coordinate an access to a resource, a mecha-
nism is needed that is implemented either centrally (dis-

patcher), or decentrally, through the agents interaction. 
The ResourceManager selects recourses for the task 
execution, monitors the resources’ parameters, calcu-
lates storage costs, while observing a varying demand 
for the resources, it can procure (make additional orders 
for) materials and component parts in demand, or take 
decisions to reduce or enhance a warehouse space, 
thereby providing continuous adaptation and evolu-
tion. Each resource agent in the system is registered 
and assigned to one of the ResourceManagers, whose 
total number may be defined, for example, by the re-
source grouping according to certain features.  

For the ExecutorAgents, the OrgModelManager 
plays the same part. 

The ReserveAgent is created to provide risk-
tolerant projects, when it is necessary to create an own 
additional stock of backup resources or reserves des-
tined to counteract a possible risk complex. The Re-
serveManager coordinates the access to reserves. 

The RiskAgent is destined for simulation of risk 
situations occurrence. At the stage of risk identification 
(probability of the risk of the classification list is indi-
cated for the task), each task is assigned the risk prob-
ability, the risk degree, i.е. how significant the conse-
quences of the adverse event occurrence will be, the risk 
criticality as a product of the risk probability and de-
gree. Besides, the following parameters can be assigned 
to each risk: the task execution performance phase, at 
which the risk emerges, the type and amount of loss (for 
example, in the form of required extra costs or re-
sources), insurance feature for this risk (the source is 
indicated (an own reserve fund or a third party), 
amount, manner of payment and rate of interest (for 
external insurance)). Creating a new risk agent in the 
system will correspond to occurrence of a risk event. 

The SimulationAgent exercises the general super-
vision and management of the work package  simula-
tion, provides for support for cooperative solution of 
emerging conflicts, if this is within its competence, as-
sists the agents in coordination of their actions, distrib-
utes privileges, suggests various common solutions, is 
capable of switching the agents negotiations (for exam-
ple, from avoiding a penalty by meeting the project’s 
scheduled dates to reserving the time for the equipment 
repair by their own means).  

The SchedulerAgent is in charge of scheduling the 
system events related to the project tasks execution, 
synchronization, provides for transactions generation.  

The ControlAgent collects all the data and sends 
them to the StorageAgent, identifies unfavorable situa-
tions defined for different aspects of the project model: 
work package (tasks with minor free reserves, long-term 
tasks with large resources, externally dependent tasks), 
resources (resources with a large volume of work, ex-
ecutors with unique skills, materials delivered by a sin-
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gle supplier), finance, reserves (levels of reserves, con-
sumption rate) etc. Thus, identified are events, whose 
occurrence may prevent timely completing the project, 
or entail lack of resources or funds at a certain instance 
of its implementation. It informs the ManagementAgent 
about all the irregularities identified. 

The ManagementAgent provides for functional ca-
pabilities to manage the entire project tasks flow, crea-
tion and deletion of new tasks during simulation (re-
scheduling), creation of new ResourceAgents, defining 
roles, initiates a user dialogue if the user’s decisions are 
required to continue simulation. If the way to reduce the 
degree of risk due to an unfavorable situation occur-
rence becomes evident on receipt of a message about it 
from the ControlAgent, relevant changes are immedi-
ately introduced in the model, or the user dialogue is 
initiated. 

The RecoveryAgent is charged with duties associ-
ated with coordination of actions performed by other 
agents (specifically, by the SimulationAgent, the Sched-
ulerAgent) when solving risk situations emerging in the 
system (works rescheduling, resource recovery/repair, 
use of reserves etc.). Moreover, it can roll back to the 
previous simulation steps on the user’s demand by refer-
ring to a historic database where all the data on the 
simulation progress are stored. 

The StorageAgent manages storage of all the sta-
tistical data on simulation in the database.  

The KBAgent (Knowledge Base Agent) manages 
interaction with the system knowledge base containing 
the ontology shared by all the system agents, and the 
rule bases for decision making in the course of simula-
tion and at the results interpretation stage. 

 
The General Provisions of the Agents 

Interaction 
 

All the listed agents take an active part in negotia-
tions (message exchange) on the project work package 
simulation, its “on-the-fly” rescheduling in case of the 
situation changes related to risk factors manifestations 
(a new resource emerging or any old resource failure, 
delay in performance of a certain type of work, resource 
unpreparedness etc.).  

The protocol describes formal rules to be followed 
by the negotiation process participants (employing dif-
ferent strategies) so that their messages are understood 
by each party. 

The basic Interaction Protocols (IP) within the 
FIPA standard framework are Request IP (a request for 
an action execution), Request When IP (a request for an 
action execution provided that a certain condition is 
fulfilled), Query IP (a query to perform an inform-
action associated with a response to a certain proposal 
or transfer of an object description), Contract Net Pro-

tocol (search for an agent to perform an action) [8]. 
In the most general case, the basic agent interac-

tions can be represented as follows: 
1. Upon its creation, the TransactionAgent calls 

the next TaskAgent in accordance with the project work 
package description stored in the ontological knowledge 
base. 

2. The TaskAgent checks for its readiness and 
availability of all the necessary input conditions for the 
task execution (the task execution can be blocked ac-
cording to the system calendar or for some other rea-
sons). 

3. If executors and resources have been assigned to 
this task, the TaskAgent communicates with the Resour-
ceAgents and ExecutorAgents by sending a service re-
quest message, having an identifier of the copy of this 
task’s ontological class for matching. 

4. The ResourceAgent or ExecutorAgent responds 
with consent if it is free (is assigned immediately) or 
rejects the request in case it is busy executing another 
task, or due to insufficient quantity of the requested re-
source. 

5. In case of rejection, the TaskAgent makes a re-
quest for an attempt to parallelize the resources simulta-
neous participation in several tasks. 

6. If it goes wrong, the conflict is escalated and the 
ResourceManager enters into negotiations. It attempts 
to select a similar free resource or to swap the resources 
already engaged in the task (for other resources with 
similar properties). 

7. If this attempt is not a success, the Resource-
Manager enters into negotiations with the Re-
serveAgent. 

8. If there no required resources in the reserve 
fund, the Resource Manager tries to hire/buy new re-
sources of the same type, which will demand for extra 
time and financial expenses.  

9. In this case, the ResourceManager (its purpose 
is to satisfy demand in the resource and to minimize the 
task delays) enters into negotiations with the Simulatio-
nAgent to assess the conflict resolution options: waiting 
until the resource is free, give an extra order for the re-
source, use the priorities and delay execution of a lower 
priority task. The general goals of the SimulationAgent 
are to minimize the number of resources, the frequency 
of resource switching between the tasks, and the number 
of resource conflicts. 

10. If the executors and resources are not explicitly 
assigned to this task and only execution requirements 
are stated, the TaskAgent makes a request to the Resour-
ceManager to select a resource appropriate for the task 
execution. Different criteria may be set as the search 
scenario criteria: a minimum cost; a required value of a 
conformity or competence factor; a minimum utilization 
factor; a highest or lowest priority; a shortest queue etc. 
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11. The ResourceManager searches for confor-
mance with the stated requirements for the task execu-
tion according to each ResourceAgent or ExecutorAgent 
ontology. If several variants are available, the commu-
nication is established with the agent for which the larg-
est number of requirements coincided, and which may 
be engaged in this task execution earlier than others 
agents. 

12. When all resources are represented, the TaskA-
gent switches to the servicing status. 

13. On completion of the main activity phase, the 
TaskAgent releases the engaged resources, and the 
TransactionAgent performs exit operations (if needed, 
activated are the rules for management of transactions 
transfer to the next model TaskAgents, decisions are 
taken on subsequent simulation direction). 

14. On completion of interaction with the last of 
the work package model tasks, the TransactionAgent is 
deleted. 

According to the suggested algorithm, the agents’ 
statuses are reviewed and modified at each instance of 
an event occurrence. 

Fig. 2 shows an example of the agent interaction in 
case of need to request resources for a task execution 
from the reserve fund. 

 

Specific Features of the ExecutorAgents  
Interaction 

 
The analysis of the executors information interac-

tion in the project organizational management structure 
is of the main interest from the point of view of the 
agents individual behavior simulation. One of the key 
features of the ExecutorAgents is their integration into 
hierarchies (groups) according to organizational divi-
sion in the management structure (divisions, depart-
ments etc.), resulting in creation of «horizontal» and 
«vertical» links between the agents. 

As already stated, the organizational structure unit 
may have the following roles with respect to a task: an 
initiator (generation of task solving transactions), a de-
cision-maker (gives an order for decision, delegates 

 powers in the task solution management and coordina-
tion, task execution quality control), a manager (task 
solution management and control, delegation of powers 
in the task solution management and coordination), a 
coordinator (coordination of executors activities), direct 
executor (task execution, no management functions), 
intermediary (information transfer). 

In [9], specified were general operations per-
formed by the organizational structure units regardless 
of the specific management task being solved: prepara-
tion for execution, preparation of control action, infor-
mation exchange, active management, passive manage-
ment, direct execution, response formation, result proc-
essing. 

In simulation of the executors’ interaction, in most 
cases the agents negotiate under the Request protocol. 
The only distinction consists in availability of a special 
procedure for accumulation of statistical data on the 
time spent by the agents for execution of all the above 
operations. This is required for subsequent evaluation of 
effectiveness of their interaction within the framework 
of the organizational management structure. 

In the course of exercising management, situations 
of parallel task execution occur, which entail compli-
cated nested executors’ interaction protocols. Situations 
may occur when the management roles are combined 
(usually, related roles are combined according to the 
order they were listed in), as well as situations requiring 
the task execution coordination. Coordination occurs 
only in case when solution of a certain subtask may de-
pend on or influence results of solution of other tasks 
beyond the scope of the current task. Besides, in the 
general case, entering into negotiations, the agents may 
both compete and cooperate to achieve the set goal.  

In case of a need for coordination of several execu-
tors’ actions or organization of search for the most ap-
propriate executors for a certain task, the Contract Net 
Protocol – based protocols are used.  

According to the Contract Net Protocol, the initia-
tor prepares a call-for-proposals to other agents, where-
in it defines the task and certain conditions related 

 

 
Fig. 2. An example of agent interaction 
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to execution thereof. The agents receiving this call are 
considered as potential executors, and analyze their 
workload, capabilities and conditions of the task execu-
tion. Some of the agents may reply to the initiator’s call 
with a propose to execute the task, while setting out 
their terms, including time, cost etc. On expiry of the 
proposals collection deadline (determined by the reply-
by parameter), the initiator evaluates them and selects 
one or several agents to execute the task. Should it fail 
to select an agent for the task execution, the initiator 
may revise the conditions and make a new call-for-
proposal to the ExecutorAgents. The selected agents are 
sent an accept-proposal message, the rest of the agents 
are sent a reject-proposal message. The initiator’s ac-
cept-proposal message receipt by the agent assigns the 
latter for this task execution. As soon as the executor 
completes the task execution, it sends an inform-done 
message on completion (only the fact of completion), or 
in its more informative form – inform-result (including 
results of the task solution). Should the executor fail to 
execute the task, it sends a failure message.  

Therefore, only two agent roles are considered 
within the framework of the standard Contract Net Pro-
tocol – initiator and executor. In the general case, the 
agents interaction in the task solution management can 
be represented as follows. The initiator agent makes a 
request to the agent taking a decision on the task execu-
tion, which, in its turn, defines the ManagementAgent, 
to which the powers and responsibility in the set task 
execution will be delegated. The ManagementAgent, if 
needed, defines the agent, to which the powers and re-
sponsibility in coordination of the task execution by the 
ExecutorAgents are delegated. If the units for interaction 
have been defined in advance, the Request Protocol is 
used, if the unit to perform some role or other in the task 
execution management shall be searched for, the Con-
tract Net Protocol is used. 

An example of the ExecutorAgents interaction in 
the task solution management is given in Fig. 3.  

To assess effectiveness of information interaction 
and manage the agents behavior strategies, it is reason-
able to keep accounting of properties or criteria, which 
is especially important for the ExecutorAgents. The fol-
lowing can be mentioned among them: caution, inde-
pendence, activity, management, resource, cooperativ-
ity, conflict ability. Thus, the agents’ behavior strategy 
will be defined depending on the degree of manifesta-
tion of the above properties, assessed according to the 
scales: 

- «caution – risk» (a «cautious» agent bargains 
and, finally, finds the best proposal, and a «risky» agent 
immediately reserves the first proposal, even if it does 
not comply with its requirements);  

- «activity– passivity» (determined by the rate of 
proposals advancing, acting as a task initiator);  

- «independence-dependability» (determined by 
the ratio between the received and prepared control ac-
tions) 

- management «centralization – decentralization» 
(indicates the agent’s inclination to a directive or collec-
tive management style);  

- resource «centralization – decentralization» (cha-
racterizes the agent’s readiness to render resources for 
common use, or, vice versa, borrow someone else's re-
sources);  

- «cooperativity – competitiveness» (characterizes 
the agent from the point of view of integration in case of 
resource shortage);  

- «consent – conflict ability» (if this estimate is 
high, the agent is inclined to frequently cancel agree-
ments, if low, the agent is inclined to long-term coop-
eration). 

Besides, the use of the multiagent approach en-
ables solving such problems as: horizontal compression 
(several works are integrated into one work performed 
by one unit); vertical compression (in the points of task 
execution, where the executor shall apply to the man-
agement hierarchy, it takes independent decisions); 

 

 
Fig. 3. The ExecutorAgents interaction in the task solution management 
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selection/change of executors’ roles in the organiza-
tional structure; simulation releases from linear works 
ordering, allowing executing tasks in their natural order 
(i.е. to execute tasks in parallel where it is possible), 
which shortens the information query paths, and finally 
accelerates a process execution, redistribution of mana-
gerial and executive loads, reduces checks and coordi-
nations in the course of management processes execu-
tion. 

 

The Agent Interaction with Allowance  
for Risks 

 

Paper [5] deals with internal mechanisms of the 
dynamic parametric and structural change of the simula-
tion model resulting from taking into account the re-
source, organizational, and financial risk factors, conse-
quences of their manifestations and counteraction meas-
ures. We shall consider specific features related to the 
agents interaction in the model for some of them. 

For example, the resource recovery simulation me-
chanisms may include the work transfer to a free re-
source, repair with own means, transfer for repair, work 
execution transfer to another enterprise. Each of the 
mentioned recovery options mostly assumes one extra 
work or a whole extra work package, including not only 
the basic recovery operation, but auxiliary works as well 
(dismantling, transportation, diagnostics, purchase, in-
stallation of a new resource, start-up and commissioning 
etc.).  

For instance, to avoid the risk of the works break-
down due to late delivery of materials, we shall add the 
task «Make an advance order for materials» to the work 
plan. Let us consider the nature of negotiations between 
the TaskAgents when a new work appears. Let the ex-
ecutor initially have three tasks: Task1, Task2 and 
Task3. Now let us suppose that a new Task4 emerges, 
having an early completion date, causing a conflict with 
Task2. The TaskAgent4 initiates the TaskAgent2 and 
asks if it can give its position in the executor’s schedule. 
The TaskAgent2 checks for its early completion date 
and finds out that it has some reserve, and, potentially, it 
could have been replaced, but a conflict with Task3 
emerges. The similar negotiations start between Task2 
and Task3, if from ontology these tasks are known to be 
independent, and Task2 result is not input to Task3. As  

is seen from Fig. 4, Task3 has no time reserve, and in 
this case it cannot be postponed to a later period, but it 
can be advanced to an earlier period, where there is a 
suitable time window. Finally, the system finds an op-
tion solving the conflict between Task4 and Task2, and 
Task4 calls the ManagementAgent to approve modifica-
tions in the executor’s schedule. 

Therefore, the schedule structure, formed as of 
some instant of time, was partially (locally) destroyed 
with a new task emergence, whereafter a new schedule 
structure was recovered, reflecting a new balance of 
interests between all the tasks. In this case, adding this 
task did not influence the project duration. At that, this 
structure was destroyed and recovered by the tasks 
themselves in the course of negotiations and decision 
making based on knowledge about themselves, includ-
ing descriptions of possible work consequences, their 
priorities, duration etc. 

Besides, the agents can take care of preservation or 
development of their resource type. For example, the 
incompetence risk is simulated, which influences the 
increase in duration of the project works performance, 
creates extra work or a nested model corresponding to 
retraining of specialists and their professional improve-
ment (search for and hiring new specialists). Let the 
customer demand for utilization of a new technology 
familiar to none of available specialists (checked for 
conformance according to each ExecutorAgent’s ontol-
ogy). Consequently, the programming works may take 
up to 25% more time (productivity factor = 1.25, and, as 
a consequence, a penalty for noncompliance with the 
scheduled project dates, probable value of coding labor 
consumption:  1.25x20 = 25 man-days, probable value 
of coding duration: 1.25x4 = 5 months). If the pro-
grammers are sent for technology training, they become 
inaccessible for the training period, the project costs 
increase by 4х$1000 (cost of one specialist train-
ing) = $4000. However, the expected value of the pro-
ductivity factor will drop to 1.1. Another behavior sce-
nario may consist in the following option: to appoint 
one of the programmers as a group leader, and allocate 
1 day per week for him for the technology study (on this 
day, the executor becomes inaccessible for execution of 
other project works) and elaboration of company stan-
dards to be used by other specialists.  Let overall costs 
for the group leader work and training make 5 working 

 
Fig. 4. An example of conflict resolution with tasks rescheduling 
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days. At that, the productivity factor will drop to 1. In 
this case, negotiations between the agents start, related 
to selection of the most efficient way of the situation 
resolution. Moreover, the ResourceAgent (Executor-
Agent), finding out that it failed to obtain the project 
work once again due to the lack of required skills, will 
be able to find a spare «window» in its schedule and to 
plan the work to master this knowledge. 

It becomes possible to delete nearly any agent 
in the system (for example, a resource, executor or 
an entire division agent), whereupon the project is 
not completely disrupted, since the system tries to 
find alternate forms of its implementation, gradually 
«closing the wound» and demonstrating its stability. 

 
Using the Agent Catalogues 

 
For the ManagementAgents in charge of coordinat-

ing the other agents work within the framework of mul-
tiagent platforms (according to FIPA standards), the 
agent catalogues are created (Directory Facilitator, DF) 
– the “yellow pages” service, allowing the agents to 
search for other agents according to the type of the ser-
vice rendered. We shall deal with peculiar features of 
the agent interaction with the use of the Directory Fa-
cilitator (Fig. 5). 

Fig. 5 shows the process of negotiations between 
two agents. The TaskAgent1 is willing to initiate execu-
tion of "Task1", to which an appropriate executor is 
assigned. The ExecutorAgent is registered with the Di-
rectory Facilitator as an agent capable of receiving 
achieve messages, containing this task as a content, 
which means that this agent is capable of executing 
Task1. As an example, we shall consider the case when 
only one such agent is registered with the Directory 
Facilitator, though, in the general case, there may be 
several agents having placed a similar advertisement. 
First, the TaskAgent1 communicates with the Directory 
Facilitator and makes a request about an ExecutorAgent 

capable of executing the task. Then, the Directory Fa-
cilitator recommends the ExecutorAgent1 to the TaskA-
gent1 for the task concerned. Afterwards, an auction 
starts with the TaskAgent1’s sending a respective mes-
sage to the ExecutorAgent1. The ExecutorAgent1 re-
sponds to this message with a propose message, and if 
the TaskAgent1 had not received any better proposal, it 
accepts the ExecutorAgent1’s proposal and confirms it 
by sending an accept message along with the execution 
terms in its informative portion. After that, the Execu-
torAgent1 becomes engaged in the "Task1" execution. 

 
Conclusion 

 
The paper deals with issues associated with utiliza-

tion of the multiagent approach in simulation modeling 
of production systems. The emphasis was laid on me-
chanisms of the agents’ information interaction in the 
suggested system. The major advantages of the ap-
proach have been demonstrated, related to the possibil-
ity to create elements of individual behavior, dynami-
cally changing in the process of simulation, using adap-
tation and self-organization mechanisms. This allows 
effective solving issues related to simulation and analy-
sis of the executor agents in the organizational man-
agement structure, works distribution among the execu-
tor agents, modifications emerging during the simula-
tion due to risk factors manifestations. 
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ВЗАЄМОДІЯ ІНТЕЛЕКТУАЛЬНИХ АГЕНТІВ В СИСТЕМІ ІМІТАЦІЙНОГО МОДЕЛЮВАННЯ 
ВИРОБНИЧИХ ПРОЦЕСІВ 

О.М. Пахніна 
Розглянуто механізми взаємодії інтелектуальних агентів при моделюванні потокових процесів. Наведе-

но основні переваги підходу, пов’язані з можливістю створення елементів індивідуальної, що динамічно 
змінюється в процесі моделювання, поведінки, за рахунок механізмів адаптації та самоорганізації. Розгляну-
то питання інформаційної взаємодії виконавців в організаційній структурі управління з урахуванням аукці-
онних механізмів розподілення робіт та динамічних змін, що виникають в процесі моделювання внаслідок 
виявлення факторів ризику. 

Ключові слова: агенти, імітаційне моделювання, взаємодія агентів, протокол, онтологія, організаційна 
структура, виконавці, ризики. 

 
ВЗАИМОДЕЙСТВИЕ ИНТЕЛЛЕКТУАЛЬНЫХ АГЕНТОВ В СИСТЕМЕ ИМИТАЦИОННОГО 

МОДЕЛИРОВАНИЯ ПРОИЗВОДСТВЕННЫХ ПРОЦЕССОВ 
Е.М. Пахнина 

Рассмотрены механизмы взаимодействия интеллектуальных агентов при моделировании потоковых 
процессов. Показаны основные преимущества подхода, связанные с возможностью создания элементов ин-
дивидуального, динамически меняющегося в процессе моделирования, поведения, за счет механизмов адап-
тации и самоорганизации. Рассмотрены вопросы информационного взаимодействия исполнителей в органи-
зационной структуре управления с учетом аукционных механизмов распределения работ и динамических 
изменений, возникающих в процессе моделирования вследствие проявления факторов риска. 

Ключевые слова: агенты, имитационное моделирование, взаимодействие агентов, протокол, онтоло-
гия, организационная структура, исполнители, риски. 
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