208 ISSN 1814-4225. PAAIOEJIEKTPOHHI I KOMIT'IOTEPHI CUCTEMM, 2012, Ne 6 (58)

UDC 621.391
J.N. DAVIES', P. COMERFORD', V. GROUT', N. RVACHOVA?, 0. KORKH?

! Creative and Applied Research for the Digital Society (CARDS),
Glyndvr University, Wrexham, UK
2 Poltava National Technical University, Poltava, Ukraine

OPTIMIZATION PRINCIPLES
FOR ELIMINATING ACCESS CONTROL LISTS WITHIN A DOMAIN

The infrastructure of large networks is broken down into areas that have a common security policy called a
domain. Security within a domain is commonly implemented at all nodes however this can have a negative ef-
fect on performance since it introduces a delay associated with packet filtering. When Access Control Lists
(ACLs) are used within a router for this purpose then a significant overhead is introduced associated with this
process. It is likely that identical checks are made at multiple points within a domain prior to a packet reach-
ing its destination therefore by eliminating ACLs within a domain by modifying the ingress/egress points with
equivalent functionality an improvement in the overall performance can be obtained.
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Introduction

Modern computer networks are expected to pro-
vide reliable high performance end to end connectivity
at any point in the world. They must also provide the
ability to filter packets so that access to services is lim-
ited to trusted traffic defined in the security policy for
the network. This must be achieved with a minimal de-
lay without compromising the security policy. It can be
a challenge for a network manager to meet these two
conflicting requirements.

Most networks contain one or multiple connec-
tions to external networks e.g. Internet which is consid-
ered a great security risk. To mitigate this, trusted net-
works are created which perform stringent security
checks on packets travelling across the network bound-
ary in either direction. Such networks operate under a
common security policy managed by a single authority
and are known as domains. If network traffic is filtered
at all ingress and egress points in the network then it
should only contain traffic which is defined as trusted

under the security policy (Fig. 1) [1].
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Fig. 1. Typical Domain allocation

Infrastructure security within a domain is normally
implemented in either firewalls or routers containing
Access Control Lists (ACLs). ACLs have a common
implementation across all platforms e.g. Cisco, Juniper
and Linux [2]. Since every packet has to be tested sig-
nificant delays can result from the introduction of such
techniques due to the filtering requirement [3]. Attempts
have been made to use various techniques to optimize
the delay through routers caused by ACLs [4]. Optimi-
zation of packet filtering performance has been the sub-
ject of intense research for the past decade [5]. A num-
ber of studies have identified rule relations within an
ACL which may result in redundant or conflicting rules.

This paper investigates the significance of the de-
lay encountered through the use of various ACL tech-
niques. Factors which contribute to the delay incurred
by packets passing through a router are identified and
subsequently, a number of experiments were conducted
to quantify these. Recommendations were made to give
guidance to network engineers that can be used during
the network design phase. An argument for the use of an
Operating System (OS) with appropriate functionality
for a given task is put forward based on experimental
results. The authors recommend an optimal configura-
tion using a worked example based on previous find-
ings. Finally, a mechanism for the consolidation of dis-
tributed ACLs to a single ACL providing equivalent
functionality is presented. Only delays through network
equipment were considered in this paper.

1. Packet delays within a Router

When considering the packet delay through a do-
main there are a number of factors that need to be con-
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sidered. These factors include the route selected by the
routing protocol, the bandwidth of the links along the
selected route and the internal delays within the equip-
ment [6]. Routing Protocols optimize the route selection
using a shortest path algorithm based on cost functions
for each path [7]. The delays experienced within equip-
ment e.g. routers and switches are often ignored since
the link bandwidth has generally been considered as the
dominant factor [8]. However as technology has im-
proved the link speeds have increased and so the
equipment delays have become more significant [9].

Analyzing the delay within a domain will therefore
depend on the route selected, which can be expressed
as, the summation of delays through the components in
the route [10]. The link delays are easily calculated
since they are proportional to the bandwidth. However
the equipment delays are more difficult to quantify. A
router is basically a specialized computer system with
additional complexity introduced due to the real-time
operation of the router OS [11].

1.1. Quantifying delays within a router

A simple laboratory network was set up with the
use of a dual ported Linux machine running Wireshark
as a method of measuring delays across a router. An
initial experiment was conducted to identify the accu-
racy of the measurements and this delay which should
be 0 psecs, was on average 9 psecs. This would be the
error bar for the network.

Packets which enter a router via the network inter-
face card are filtered by their destination network ad-
dress using the routing table. The delay of this process
is dependent on the software to setup the process and
the hardware components e.g. memory access time. Per-
formance of router hardware is highly variable since it
is dependent on the underlying technology, including
the processing power and memory capacity. Addition-
ally, high throughput hardware can be purchased which
exhibits performance improvements due to the specifi-
cation. Networks typically contain equipment of varying
ages which results in performance variations. In this
work, to enable other factors to be compared, consistent
typical performance hardware has been used.

Router OS are optimized for routing of packets
however they are also required to perform many other
tasks which will be dependent on the feature set. A
comparison of OS size and number of supported/ run-
ning processes was undertaken using an OS with basic
functionality and another with advanced functionality.
Applying a configuration that only enabled the inter-
faces and OSPF routing protocol to the router, the show
processes command provided the information in Table
1. Clearly the advanced OS runs many more processes
for a given configuration compared to a basic OS which

will have an effect on the responsiveness of the CPU
and the amount of memory required.

Table 1
OS Comparison

Functionality OS Size | Number of | Active Proc-
Processes esses > 2
Basic 12MBytes 73 32
Advanced 29MBytes 184 51

If a core part of the OS is enhanced with additional
functionality e.g. HTTP or DHCP Servers it can have an
additional adverse effect on the size of the OS and its
performance to that seen in Tablel.

1.2. Measurement of delays within a router

Identical tests were undertaken using ICMP pack-
ets, to quantify the delay across a router with a basic OS
and then with an advanced OS. The variation in times in
the individual results, is due to the number of processes
in the OS. Results were analyzed using histogram tech-
niques and plotted in Fig. 2 where the x-axis shows the
measured delay in psecs. and the y axis shows the num-
ber of times this value was obtained.
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Fig. 2. Delay through router with different OS

Security is typically implemented on a router using
ACLs. For an individual packet each rule is evaluated in
turn until a matching rule is found. Standard ACLs only
filter on the source IP address of a packet whereas ex-
tended ACLs provide the capability to filter on additional
fields such as destination address, protocol and port num-
bers. There are many good texts available on the subject
of ACLs so it is not covered in this paper [12].

Measurements were taken to investigate the delays
when the router, running the basic OS, was configured
with 100 rule ACLs (Fig. 3).

As expected no ACL gave the least delay, a stan-
dard ACL increased the delay by approximately 110%
and the extended ACL an increase of 270%.

Further work was carried out to investigate the de-
lay experienced by packets matched against an increas-
ing number of rules. Fig. 4 shows for a Basic OS in-
creasing the number of rules in the list has a significant
effect on the delay. Increasing the number of rules in an
Extended ACL from 100 to 1000 has the effect of in-
creasing the delay by approximately 530%.
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Fig. 3. Delay through router running Basic OS
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Fig. 4. Delay through router with Basic OS

Repeating the experiment using the same 100 and
then 1000 rules did not incur any additional delay using
an Advanced OS (Fig. 5). This performance improve-
ment could not be due to hardware so it must be due to a
software enhancement in the router OS. Cisco do not
release details of the OS however it is likely that a bi-
nary decision technique has been employed because the
delay time is not dependent on the number of rules that
are in the ACL.
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Fig. 5. Delay through router with Advanced OS

2. Analysis of delays within a Router

An average value of the range was calculated in
order to provide a single value associated with each test.
Results show that some parameters have a greater sig-
nificance than others (Table 2).

By using a router with a basic OS rather than an
advanced OS it can be seen that standard routing is fast-
er by around 15%. Configuring extra services on the
advanced OS is expected to further increase the latency.
When ACLs are configured, for a basic OS the average

delay is increased by around 80% for a standard ACL
and 110% for an extended ACL.
Table 2
Average delays for all tests (times in ps)

10S version | No ACL | Standard | Ext 100 | Ext 1000
Basic 150 271 320 1685
Advanced 172 239 300 309

When using a router with a basic OS adding more
rules to an ACL has a significant effect on the delays
which can be of the order of 1400% for 1000 rules. The
advantage of the advanced OS functionality is that the
number of rules used in an ACL does not have an effect
on the delay (Fig. 6).
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Fig. 6. Delay v number of rules

3. Delays within a Domain

Within a domain either static routes are configured
or a routing protocol is used to select a route. Theoreti-
cally, the cumulative delay (Dy) for a given path can be
calculated by the summation of the delays in the equa-
tion for each router (n) in the route.

n n n n
Dy = Dp +) Do+ Dy +> Dy +
i=1 i=1 i=l i=1

n n n n n
+2. Dy, +2 Doy + 2D, +Z}:in +Z]:Dri ’
ol il il i i

Dy, — router hardware, D,s — router OS, D, — applica-
tions, Dy — services, Dy, — type of ACL, D, — delay per
ACL rule, D, — protocol, Dy — queuing delay variation,
D, — total delay.

3.1. Calculation for Example route

For example an optimized route selected from Fig.
1 between the Wireless connections and the internet
contains 7 nodes and can be used to investigate the im-
plications of the values in Table 2.
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Fig. 7. Simplified Route through Domain
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For a typical security policy, the domain gateway
routers (ingress & egress) may have 1000 rules config-
ured. In addition, each internal router may have 100
rules configured, possibly on both ingress and egress
interfaces within each router.

Fig. 7 shows a simplified version of the route and
Table 3 shows the expected delay for a packet using
both a basic and advanced version of the OS. Analyzing
the delay within a domain will depend on the route se-
lected, which can be expressed as the summation of
delays through the components in the route. The worse
case is all routers configured with ACLs and the basic
OS utilized.

By simply using an advanced OS in all the routers,
an improvement of 135% can be obtained over a basic
OS. Optimizing the route based on the conditions de-
rived from Tables 2, the best case is using advanced OS
everywhere an ACL is applied and a basic ACL where
no ACLs are applied. If this principle is used in a trusted
domain then routers loaded with the advanced OS
would be used at the ingress/egress points and routers
with basic OS and no ACLs within the rest of domain.
The best case shows an improvement of 260% over us-
ing a basic OS everywhere in the domain and 50% over
using an advanced OS everywhere.

Table 3

Calculated Delays for example network
10S version No | Ext | Ext | Total
ACL | 100 | 1000 | usecs
Basic OS 0 |1600 | 3370 | 4970
Basic Optimized 750 0 | 3370 | 4120
Advanced OS 0 |[1500| 618 | 2118
Advanced Optimized 860 0 618 | 1478
Mixed Optimized 750 0 618 | 1368

3.2. Condition controlling optimization

If all the traffic within a domain is trusted then it
should be possible to eliminate the ACLs from routers
within the Domain on condition that the security is ca-
tered for in the ingress and egress points of the domain.
It is imperative that any optimization process that is
undertaken preserves the security policy for the domain.
Therefore it is required that all ingress/egress points in
the domain are capable of identifying and removing all
packets which are not permitted by the security policy.
If the gateway routers are configured with an advanced
OS the number of rules generated is insignificant.

4. Protocols and the placing of ACLs

Most routers provide the ability to configure ACLs
using different routed protocols. In addition to IP, ACLs
can also be configured for IPv6, IPX, AppleTalk etc and
each protocol is configurable on each interface. Usually

routers only allow a single ACL to be configured on a
router interface for a given direction and protocol. IP in
its IPv4 guise is the predominant protocol used in net-
work communications and on the Internet, therefore this
is the only protocol considered in this study.

It is not a simple process to replace all the ACLs in
routers internal to the domain with rules at the ingress
and egress points. An investigation on the feasibility of
carrying out this process has been considered for the
simplest case of a standard ACL. There is a possibility
that anomalies such as redundancies may exist within an
ACL which could be removed without affecting the
functionality of the ACL. This principle can be ex-
tended to consider subsequent routers along a path.

The basis for optimization is that if some addresses
are denied access by subsequent routers then these can
be moved to routers earlier in the route. Additionally the
range of rules can be extended to be incorporated into
earlier rules by modifying the mask. The effect would
be the reduction of the overall delay across the domain.
This has to be done with great consideration to ensure
that the security policy is not violated. In a simple ex-
ample with 3 routers the effect would be a reduction in
the delay over the domain by around 65%.

4.1. Processing of Rules

To prove the possibility of this being applied in
practice the processing of the rules has been investi-
gated. ACLs provide a very simple decision process
since for every packet tested there are only 2 possibili-
ties, permit or deny which are defined by the first rule
match.

When considering all the rules in an ACL it is pos-
sible to represent the result for all possible IPv4 packets
by constructing an array which contains a bit represent-
ing each possible IP address. This was done by develop-
ing a custom-built data structure. The contents of the
array is initially set to reflect all addresses being denied
which corresponds to the implicit “deny any any”
statement found at the end of all ACLs.

The process starts by using the ACL found at the
ingress point of the domain, the array is populated with
the filtering action for each possible IPv4 packet. The
rules are evaluated starting from the bottom of the list
since the priority of a rule increases for rules higher in
the list. For each router containing an ACL along the
network path the array is rewritten based on the rules
defined in each ACL. When the first rule in the ACL
has been reached then the array reflects all the rules of
the ACL. Then the array is modified to reflect the rules
found in the ACLs of the next router in the path. This
process is continued until the final point in the domain
is reached. The final content of the array represents the
security policy for that route through the domain.
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An intermediate step can be performed to merge
rules into larger ranges providing they have the same
filtering action. Each time a change is made in the secu-
rity policy for a particular path through the domain it
would be necessary to repeat the above steps to obtain a
new ACL which reflects the contents of the rewritten
array.

4.2. Creation of new rules

Having created the array it is necessary to do a re-
verse transformation to produce the rules for an ACL
which replicates the functionality of the distributed
ACLs for a given filtering direction. The resulting ACL
can be further optimized to remove any redundancies
which may be present. It may also be possible to con-
solidate similar rules using wildcard masks and range
commands for port numbers. Once fully optimized, the
ACL can be applied to the ingress/egress. The final list
may be considerably longer than the initial ACL but
based on the work carried out above by implementing
this in a router with an advanced OS the additional de-
lay is insignificant.

One of the main concerns that network administra-
tors have about this technique is that the final list can
bear little relationship to the original ACL created. To
alleviate this concern the original ACL is kept and a
cross reference list is provided showing the correlation
between the rules in the new ACLs.

Conclusion

Utilizing routers within a domain to provide security
does have an impact on the performance of the network
since it introduces significant delays due to the equipment.
There are some relatively simple steps that can be taken to
improve the performance.

By investigating the theoretical aspects of delays
through routers and carrying out a series of measurements
it has been possible to improve the model of delays en-
countered by a packet as it transverses a domain. It has also
been possible to quantify the delays to understand which
components are more significant which leads to a series of
rules that can be used as best practice when designing large
networks.

There are significant variation in the delays experi-
enced using different versions of the OS in the router. A
more advanced OS adds delays to the basic routing process
but if other functionality is required then an advanced OS
has to be used.

Optimal performance can be gained by not having
ACLs enabled in a router. It is not possible to remove the
ACLs from all routers within a domain but there are gains
to be made by reducing the number of routers that have
ACLs enabled. By using an Advanced OS the number of

rules in an ACL is insignificant. Since a domain has a
common security policy then it should be possible to opti-
mize the placement of ACL rules to ensure that the mini-
mum number of routers in a domain use an ACL.

Having completed optimization on the number of
routers requiring an ACL then using a basic OS for a router
without ACLs and using advanced OS for the routers that
do require an ACL will show an overall improvement of
performance.

By investigating a domain which has a single security
policy and therefore allows functionality of routers to be
allocated this paper considers how it can be optimized. It
shows that by ensuring the OS with the appropriate func-
tionality is used an improvement of performance will be
gained. By utilizing an OS with advanced functionality an
improvement around 130% is possible.

Furthermore this paper shows that by moving the
ACLs to only the egress/ingress points of a domain that a
performance improvement of the order of 250% can be
gained over using a basic OS or in excess of 50% over
using an advanced OS.

The area that would be considered for future work in-
clude: the effect of more advanced hardware, effect of us-
ing additional functionality / services to the network within
a router. More importantly the use of IPv6 in the internet is
a far more complex issue due to the size of the parameters
involved and so requires special investigation.
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NPUHIMIIYM ONTUMIBALII CHUCKIB KOHTPOJIIO JIOCTYITY B MEXKAX JOMEHY
.H. /legic, Il. Komepghopo, B. I paym, H. Peauosa, O. Kopx

[H}ppacTpykTypa BEIHKHX MEPEX XapaKTEPU3YETHCS PO3OHUTTSIM Ha O0NACTI, IO MAIOTh CIHUIBHY MOJITHKY
Oe3reku Ta Ha3MBalOThCs JqoMeHamHu. [lomiTuka Oe3neku B TOMEHI, 3a3BHYaid, peanizyeThcsl B YCiX By3Jax, IO MpH-
3BOJIMTH JIO 3aTPUMOK, ITOB’A3aHUX 13 (DIIBTPAIli€l0 MAKETIB Ta HETATMBHO BIUIMBAE HA MPOMYKTUBHICTH MEpeKi. 3a-
CTOCYBaHHS CITUCKIB KOHTpouto goctyny (ACL) B mMapuipyTuzatopax MpuU3BOIUTH J0 30UTBIICHHS HAKIIQJAHUX BH-
Tpart. 3arajbHa MPOAYKTHBHICTH MEPExki MOXKe OYTH IIiJBHIIICHA, SKIIO MEPEBipKa IMAKETIB 3MiHCHIOBATUMEThCS JIU-
e B TPaHWYHHMX TOYKaxX JIOMEHY, BHKIO4arouu mnepeBipky ACL BcepemuHi JOMeHY, NMPH ILOMY TOYKU BXO-
Jly/BUXOJy TIOBMHHI MaTH €KBiBAJICHTHY ()YHKIIIOHAIBHICTB.

Karou4oBi ciioBa: 1oMeH, IPOAYKTHBHICTh, 3aTpUMKa B MapIIPyTH3aTOpPi, CIUCOK KOHTpoiro xoctymy, ACL
orntuMizaris, ¢inerparis [P-makeris.

MNPUHIUIIBI OITUMU3AILIUA CITUCKOB KOHTPOJISI JOCTYIIA B ITPEAEJIAX TOMEHA
.H. /lesuc, Il. Komepghopo, B. I'paym, H. Peauesa, O. Kopx

HNuppacTtpykTypa OOnbIINX ceTel XapaKkTepusyercs pa30ueHUEM Ha 00J1acTH, KOTOpble UMEIOT OOIIYI0 HOJH-
TUKY 0€30I1acHOCTU U Ha3bIBAIOTCs AoMeHaMu. Ilomuruka 6€30MacHOCTH B IOMEHE, KaK INPaBUIIO, Pealn3yercs BO
BCEX y3JIaX, YTO MPUBOJUT K 3aJIepKKaM, CBSI3aHHBIM C (DHIIBTpAIell TAKETOB U HETaTHBHO BIIHMSET Ha MPOU3BOIH-
TenbHOCTh ceTu. [IpumeneHne crimckoB koHTpois noctyna (ACL) B MapmipyTuzaTtopax MpUBOIUT K YBEIHYCHUIO
HaKJIQJHBIX pacxooB. OOIIas MPOU3BOMUTENBHOCTh CETH MOXKET OBITh TOBBIIIEHA, €CIIM OCYIIECTBIISITH TPOBEPKY
MIAKETOB TOJIBKO B IPUTPAaHUYHBIX TOUKaX JOMEHa, UcKiodas npoepky ACL B cepenuHe qoMeHa, IpH 3TOM TOYKH
BX0/1a/BBIX0/1a JIOJDKHBI IMETh DKBUBAJICHTHYIO (DYHKIIHOHAIBHOCTD.

Knrouesbie c1oBa: JOMEH, IPOU3BOIUTENBHOCTD, 33J€PKKa B MApIIPYTU3aTOPE, CIIMCOK KOHTPOJIS JOCTYIA,
ACL onrumuzanmsi, uibrpanus [P-nakeros.

Hesuc Jxon H. — n-p, yausepcuret ['munnop, Pekcem, BenukooOpuranus, e-mail: j.n.davies@glyndwr.ac.uk.

Komepdopn Iloa — actiupant, Glyndwr University, e-mail: p.comerford@glyndwr.ac.uk.

I'payr Buk — n-p TexH. Hayk, mpodeccop yHuBepcureT [nuumop, Pexcem, BenmkoOpuranus, e-mail:
v.grout@glyndwr.ac.uk.

PBaueBa Hatayimsi — KaH/. TeXH. HayK, CTApIIHUii TIPemoaBaTeNsb Kaheapbl KOMIIbIOTEpHOW HHxXeHepuu [1oi-
TaBCKOI'0 HAIMOHAJBHOTO TeXHHYECKOro yHuBepcurera mmenu FOpus Koumpatioka, [TontaBa, Ykpanna, e-mail:
rvacheva n@mail.ru.

Kopx OuJier — kaH/. TeXH. HayK, CTApIIUiA PenoaBaTenb Kadeapbl MPUKIATHON MaTEMATHKH, HHPOPMATHKH
U MaTeMaTHYeCKOro MoJeIupoBaHus [10ONTaBCKOrO HAIMOHAIBHOIO TEXHHYECKOTO YHHUBepcuTeTa uMeHu FOpwst
Kongparioka, [TontaBa, Ykpauna, e-mail: korkholeh@gmail.com.



