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The primary challenge of developing an effective health information system is maintaining a satisfactory bal-
ance between health care information system safety and health care data and information availability. Health-
care data safety is defined, the need for establishing high availability architecture is examined, and a variety of
the components of performing replication, recovery and backups for healthcare data are discussed.
In addition, the components of Oracle Active Guard as technologies for guarantee high availability of data,
quick loading and finding data in huge storages like health care information are outlined.
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Introduction

Today more and more information in Ukrainian
health care organizations is transmitted, maintained, and
stored electronically. Healthcare information systems
(HIS) are becoming more common, and as we see, even
primarily paper-based health care information systems
contain data and information that have been created and
transmitted electronically.

At the same time, the new threats to health care in-
formation have appeared and, as a consequence, show
up special needs to ensure healthcare data safety and
high availability to various stakeholders, such as pa-
tients, physicians, hospitals, government and the third-
party institutions, with different interests and concerns.

Authors [1] divide threats to health care informa-
tion systems into three categories:

- Human threats, which can result from intentional
or unintentional human tampering;

- Natural and environmental threats, such as
floods, fires, and power outages;

- Technology malfunctions, such as a drive that
fails and has no backup.

There are different ways to decrease third catego-
ries threats through design HA architecture [2 — 4], the
paper continues study to develop effective HIS configu-
ration [5] with a look at the following topics, including
examples of actual practices: Replication; Data Recov-
ery; Backups. One aspect of this study is developing
high availability architecture for implementation main-
taining a satisfactory balance between HIS safety and
health care data and information availability.

Availability is the degree to which a system is ac-
cessible on demand. It is measured by perception of an
applications end user. And the main characteristics of
high available solution are reliability, recoverability,

timely error detection and continuous operation. For
realization HA solution for HIS Oracle product line
was used. The main concepts of Oracle’s HA design
principles are [6]: completeness (Minimize all planned
and unplanned downtime, offer a standard validated
platform for maximum availability); application ori-
ented (protect and recover application objects, enable
online application changes); scale-out model (low-cost
commodity hardware, all components active in a grid
infrastructure); integrating and simplicity (built-in HA
with pluggable components, automatic-eliminate man-
ual processes). According to these principles HIS sys-
tem includes [7]:

- Online database for electronic health records
(EHR), treatment protocols, decision making, and etc. —
OLTP PROD.

- Online analytic database for reporting and oth-
er BI futures — OLAP PROD.

OLTP and OLAP Database must be open and
available for users 24 hours a day, 7 days a week.

1. Replication

To find a good solution concerning data replicating
two Oracle solutions were considered: Oracle Streams
(OS) and Oracle GoldenGate (OGG) [8]. Table 1 pre-
sents comparing OGG and OS.

Table 1
Comparing OGG and OS
Oracle GoldenGate Oracle Streams
Out-of-the-box flexible Requires API based stored
solution DB packages
Broad heterogeneous sup- Work with Oracle Database
port
Excellent reference base Few large reference
High performance in high Problem scaling in high-
transactional environment throughput environments
Reliable architecture
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The OGG technology has such advantages: Better
ROI overall; OGG is lower cost to implement and main-
tain Enterprise-wide solution; OGG easily expands to
new use cases Reliable, flexibility, high performance.
That’s why OGG was chosen. On fig .2 proposed
schema with OGG is presented.
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2. Data Recovery

For Data Recovery and availability Oracle Active
Data Guard [9] was included.

Active Data Guard provides the management,
monitoring, and automation software to create and
maintain one or more synchronized replicas (standby
databases) of a production database (primary database).
An Active Data Guard standby database is an exact
copy of the primary that is open read-only while it con-
tinuously applies changes transmitted by the primary
database. An active standby can offload ad-hoc queries,
reporting, and fast incremental backups from the pri-
mary database, improving performance and scalability
while preventing data loss or downtime due to data cor-
ruptions, database and site failures, human error, or nat-
ural disaster. Also Protection, Availability, ROI, Per-
formance, Confidence. On fig.3 such schema is de-
ployed in detail.
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Fig. 3. Proposed schema with OGG and ADG

There are different recovery components. A num-
ber of structures and events in the database directly sup-
port backup and recovery operations.

Control Files. The control files maintain the list of
database files in the database, along with a record of the
most recent database backups. The control file is one of
the smallest, but one of the most critical, files in the
database. Recovering from the loss of one copy of a
control file is relatively straightforward; recovering
from the loss of only control file or all control files is
more of a challenge and requires more advanced recov-
ery techniques.

Checkpoints. The checkpoint background process
controls the amount of time required for instance recov-
ery. A checkpoint occurs automatically every time a
redo log file switch occurs, either when the current redo
log file fills up or when you manually switch redo log
files. The DBWn processes in conjunction with CKPT
routinely write new and changed buffers to advance the
checkpoint from where instance recovery can begin,
thus reducing the MTTR.

Redo Log Files. A redo log file records all changes
to the database, in most cases before the changes are
written to the data files.

To recover from an instance or a media failure, re-
do log information is required to roll data files forward
to the last committed transaction.

Archived Redo Log Files. Usage only online redo
log files ensures database protect against instance fail-
ure but not media failure. Although saving the redo log
files before they are overwritten takes additional disk
space and management, the increased recoverability of
the database outweighs the slight additional overhead
and maintenance costs.

The Flash Recovery Area. As the price of disk
space drops, the difference in its price compared with
tape is offset by the advantages of using disk as the pri-
mary backup medium: Even a slow disk can be accessed
randomly a magnitude faster than a tape drive.

This rapid access means that any database recov-
ery operation takes only minutes instead of hours.
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3. Backups

So we have high availability EHR and BI system
but if disaster occurs on PROD and STDB instances,
process of recovering data is not easy when two in-
stances are down for that reason we need a backup of
database. To solve that problem we use Tape Drive as a
low cost solution [10]. With backup of database on Tape
Drive we can rebuild our instance form backup time-
stamp. To maximize database’s availability, performing
regularly scheduled backups must be provided.

In HIS we can make a whole backup or a partial
backup. Whole backups and partial backups are known
as Oracle backup strategies. The backup type can be
divided into two general categories: full backups and
incremental backups. Depending on whether we make
database backups when the database is open or closed,
backups can be further categorized into the backup
modes known as consistent and inconsistent backups.

The backups can be managed using operating sys-
tem and SQL commands or entirely by Recovery Man-
ager (RMAN). Many backup types are only available
using RMAN, such as incremental backups. According
to backup terminology we can implement [11]:

Whole database backup. A whole database backup
includes all data files and at least one control file.
Online redo log files are never backed up; restoring
backed up redo log files and replacing the current redo
log files will result in loss of data during media recov-
ery.

Only one of the control files needs to be backed
up; all copies of the control file are identical.

Partial database backup. A partial database back-
up includes zero or more table spaces, which in turn
includes zero or more data files; a control file is optional
in a partial database backup.

Full backup. A full backup includes all blocks of
every data file backed up in a whole or partial database
backup.

Incremental backup. An incremental backup
makes a copy of all data blocks that have changed since
a previous backup. Oracle 10g supports five levels of
incremental backups, from 0 to 4. An incremental back-
up at level 0 is considered a baseline backup; it is the
equivalent of a full backup and contains all data blocks
in the data files that are backed up. Although incre-
mental backups can take less time, the potential down-
side is that we must first restore the baseline backup and
then apply all incremental backups performed since the
baseline backup.

A consistent backup. A consistent backup, also
known as an offline backup, is performed while the da-
tabase is not open. These backups are consistent be-
cause the SCN in the control file matches the SCN in
every data file’s header. Although recovering using a
consistent backup requires no additional recovery opera-

tion after a failure, we reduce database’s availability
during a consistent backup as well as risk the loss of
committed transactions performed since the consistent
backup.

An inconsistent backup. Although the term incon-
sistent back-up may sound like something we might
avoid in a database, it is a way to maintain availability
of the database while performing backups. An inconsis-
tent backup, also known as an online backup, is per-
formed while the database is open and available to us-
ers. The backup is inconsistent because the SCN in the
control file is most likely out of synch with the SCN in
the header of the data files. Inconsistent backups require
recovery when they are used for recovering from a me-
dia failure, but keep availability high because the data-
base is open while the backup is performed.

Also we can provide Active Duplication on Pro-
duction (PROD) database OLTP or OLAP for fast DR
(fig 4). In this case we don’t need redo files or log files
or something else.
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Fig. 4. Active Duplication of OLTP or OLAP PROD

But in this case we overload production database.
To solve this threat we make Active Duplication on
Standby instance for offload cloning the database is
shown on fig. 5.
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Fig. 5. Active Duplication of OLTP or OLAP STDB

And if we have lost all our working and cloned in-
stance we can easily clone a database from backup.
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Fig. 6. Backup based duplication

And as the result we have finally high availability
architecture for our EHR system and BI (fig. 7).
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Fig. 7. HIS architecture

Conclusion

The primary challenge of developing an effective
health information system is maintaining a satisfactory
balance between health care information system safety
and health care data and information availability. The
balance between access and security should be reason-
able — protecting users’ rights while allowing appropri-
ate access.

From that angle the architecture is an essential to
integrating disparate applications and is a critical tool in
the effort to control information technology operating
costs by constraining the number of technologies sup-
ported. Presented HIS architecture can be supplemented
by Oracle RAC (Real Application Cluster) for produc-
tion database for more reliable solution or any other
solutions with OGG and ADG.
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PEAJIIBALISI APXITEKTYPH BHUCOKOI TOTOBHOCTI
JJISI MEJWYHOI IHOOPMAIIMHOI CUCTEMHU

1.C. Ckapea-banoyposa, M.B. Hecmepos

B poGorti Bu3Ha4aeThCs moTpeda B CTBOPEHHI apXiTEKTYpH BHUCOKOI FOTOBHOCTI JUisl iH()OPMALIIHHOT CHCTEMHU
(IC) oxopoHu 310POB'sl, PO3TIISIHYTO Pi3HI KOMIIOHEHTH JJIs KOHPITypYBaHHSA CUCTEMH i BAKOHAHHS OCHOBHHX OIle-
partii, 10 rapaHTYIOTh BUCOKY FOTOBHICTh MEIUYHUX JAaHUX: PEILTIKAIlil, Pe3ePBHOIO KOIIIOBAHHS 1 BiTHOBJICHHS.
3anpornoHoBaHo cxeMu BukopucranHs komroHeHT Oracle Active Guard i GoldenGate, mo rapaHTyoTh JOCTYII-
HICTB, IIBHUJIKE 3aBaHTAYKCHHSI Ta MOIIYK JAaHUX Y BEJMKHUX CXOBHIIAX, TakuX sik IC 0XOpoHU 3710pOB's.

Karoudosi ciioBa: MenuuHa iHpopMmaliiiiHa ciucTeMa, BUCOKa TOCTYIHICTh JaHUX, PE3EPBHE KOIMIIOBAHHS JaHUX,
3axuct, Oracle, Active Data Guard, GoldenGate.

PEAJIMBALINS APXUTEKTYPbI BBICOKOI TOTOBHOCTH
JJIA MEJALIMHCKOM NTH®OPMAILIMOHHOM CUCTEMbBI

U.C. Cxapza-banoyposa, M.B. Hecmepog

B pabore omnpesensiercsi MOTpeOHOCTh B CO3IAHHU apXUTEKTYPhI BBICOKOM TOTOBHOCTH /TSl HH(OPMAIIMOHHOH CH-
crembl (UC) 31paBooXpaHeHHs, PaCCMOTPEHBI Pa3IMYHbIC KOMIIOHEHTHI JUTSl KOH(HUTYPUPOBAHHUSI CHCTEMBI M BBITIOHE-
HHSI OCHOBHBIX OIEpalii, rapaHTUPYIONINX BBICOKYIO TOTOBHOCTh MEMIIMHCKUX JAHHBIX: PEIUTHKAIMH, PE3CPBHOIO
KOITMPOBAHMs M BOCCTaHOBJIEHHMs. [IpeioskeHbl cxeMbl rcnonb3oBanust komnoHeHT Oracle Active Guard u GoldenGate,
rapaHTUPYIOUINX JOCTYITHOCTh, OBICTPYFO 3arpy3Ky M TOMCK JaHHBIX B OONMBIINX XpaHWININAX, Takux Kak MC 3apaBo-
OXpaHEHHSL.
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