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SYNTHESIS OF MICROPROGRAM CONTROL UNIT
WITH CODE SHARING AND MODIFIED LINEAR CHAINS

The new design method for compositional microprogram control units with code sharing is proposed. The
method targets on reduction in the number of PAL macrocells in the combinational part of control unit. Some
additional control microinstructions containing codes of the classes of pseudoequivalent chains are used for
operational linear chains modification. Proposed method is illustrated by an example. Various graph-scheme
of algorithm (GSA) research results are illustrated with the diagrams. Most desirable GSA characteristics for

using proposed method were obtained.
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Introduction

One of the most important blocks of any digital
system is its control unit [1] responsible for interplaying
of all other system blocks. If an interpreted control algo-
rithm is a linear one, it can be interpreted using the
model of compositional microprogram control unit
(CMCU) [2]. Recently, the complex programmable
logic devices (CPLD) are widely used for implementa-
tion of logic circuits [3, 4].

One of the important tasks connected with con-
trol unit design is minimization of hardware amount.
In case of CPLD, this task can be solved due to de-
crease of the number of Programmable Array Logic
(PAL) macrocells. To solve this problem, the number
of terms in sum-of-products (SOP) should be dimin-
ished for address functions of CMCU [3, 4]. In this
article one of the ways for this problem solution is
proposed. The method targets on CMCU with code
sharing [2].

1. Peculiarities of CMCU with code sharing

Let a control algorithm to be interpreted be repre-
sented by a graph-scheme of algorithm (GSA) I [5].Let
this GSA be characterized by the set of vertices
B ={by,bg} UE; UE, and the set of arcs E, where b,
is an initial vertex, bg is a final vertex, E; is a set of op-
erator vertices, and E, is a set of conditional vertices.
Each operator vertex by € E; contains a collection of

microoperations Y(bq) cY,where Y ={yp,... yn} 1S

a set of data-path microoperations. Each conditional
vertex by € E, contains some element x; € X, where

X ={xy,...Xxy} is a set of logical conditions (input

signals). A GSA T is named a linear GSA [2] if the
number of its operator vertices exceeds 75% of the total
their number in GSA.

Let the set C={ay,...,ag} be constructed for

GSA T, where a, € C is an operational linear chain

g
(OLC) [2]. Any component bgi of OLC a, €C be-
longs to the set E; (i=1,.., F,). Each pair of adjacent
components  by;, bgi,; corresponds to the arc
<bgi,

Each OLC o, €C has only one output O, and the

by >€E, where i=1..F -1, g=1..G.

arbitrary number of inputs. Formal definitions of OLC,
its input and output can be found in [2]. Each vertex
by € E; corresponds to microinstruction MI; kept in

the cell of control memory (CM) with address A . It is
enough

R =[log, M| (1)
bits for microinstruction addressing, where M=|E1|.
Let each OLC o, €C include F, components and
Q =max(F, ..., Fg) . Let each OLC o, € C be encoded
by binary code K(a,,) having

Ry =[log, G @
bits and variables 1. €t be used for such encoding,
where |r|=R1. Let each component by € E; be en-
coded by binary code K(b,) having

Ry =[log; Q] 3)
bits and variables T, € T be used for this encoding,

where |T| =R, . Encoding of components is executed in
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such a manner that condition
K(bgi;1) =K(bg;) +1 “)
takes place for each OLC o, €C (i=1,..,F,-1). If
condition
R;{+R; =R (%)
takes place, then the model of CMCU with code sharing
U, can be used for interpretation of GSA T (Fig. 1).
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Fig. 1. Structure diagram of CMCU U,

In CMCU U, a block of microinstruction address-
ing (BMA) implements the system of input memory
functions for counter CT and register RG:

O =d(1, X),
Y =Y¥(1, X). ©)

Let us point out that in the case of CMCU U, an
address of microinstruction is represented as the follow-
ing one:

A(bg) = K(ag)*K(by) @)

g € C and “*”is a

sign of concatenation. The CMCU U, operates in the
following order.

If Start=1, then an initial address (all zeros) is
loaded into RG and CT. In the same time a flip-flop TF
is set up which causes Fetch=1, then microinstructions
can be read out of control memory. Each cell of CM
keeps microoperations y, € Y and special variables

where by is a component of OLC «

yo and yg . If yg =1, then a current content of CT is
incremented, otherwise both CT and RG are loaded
from BMA. The first case corresponds to transition
from any OLC component except of its output. The sec-
ond case corresponds to transition from OLC output. If
yg =1, then flip-flop TF is reset, signal Fetch=0 and
operation of CMCU is terminated. It corresponds to
transition  from  the by €Ey,

vertex where

<bg,bg >eE. Pulse Clock is used for timing of

CMCU.
Let us point out that OLC a;,0; € C are pseudo-

equivalent OLC [2] if their outputs are connected with
input of the same vertex of GSA I. The hardware

amount in logic circuit of BMA can be decreased due to
introduction of a special block for transforming the
OLC codes into the codes of the classes of pseudo-
equivalent OLC (POLC) named as a code transformer
(TC) [2]. But TC consumes some resources of the chip
in use.

In this article we propose to use free cells of CM
for such a transformation. It results in decrease of hard-
ware amount in both blocks BMA and TC without in-
crease of the number of PROM chips in CM.

2.Main idea of proposed approach

Let C; < C be a set of OLC such that their out-
puts are not connected with the vertex bg. Let us find
the partition Il- ={B;,..., B} of the set C;, by the
classes of POLC. Let condition

2%2 > F, ®)
take place for each OLC o, € C;.

Let us encode the classes B; eIl by binary

codes K(B;) with

R; = |_10g2 I_l &)
bits and let us use elements of the set Z for this encod-
ing, where |Z| =Rj5. Let us insert an additional compo-

nent corresponding to control microinstruction MC,
with yo =0 and K(B;), where a, €B;. Now all
microinstructions MI contain yg =1.

In this case GSA T can be interpreted by CMCU
U, (Fig. 2) proposed in this article.
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Fig. 2. Structural diagram of CMCU U,

In CMCU U,, the block BMA implements func-
tions
O =0(Z,X), (10)
Y =Y(ZX), an
all other components of U, have the same meaning as
their counterparts in U;.
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Functions (10)—(11) are generated if contents of
RG and CT represent an address of control microin-
struction. In this case a data-path of controlled system is
in the idle state. It can be achieved, for example, if data-
path synchronization is stirred by variable y,.

In this article we propose the following method of
CMCU U, design:

1. Construction of the sets C, C;, I1 for GSAT.

2. Including of additional components into OLC
ag, €Cy.

3. Encoding of OLC, their components and
classes.

4. Construction of control memory content.

5. Construction of transition table of CMCU.

6. Implementation of CMCU logic circuit.

3. Example of proposed method application

Let GSA T, be characterized by sets
C={oy,...ar}, ageC, Ic={B;,By,B3}, where
By ={oy}, B, ={ay, 03}, B; ={ay4..04},
oy =<bj.b3 >, 0y =<by,bs>, o3 =<bg..bg>,
04 =<bg..bj| >, a5 =<byy..bj4 >, 0g =<bs5,bjs >,
o7 =<by7.byp>. It that G=7, R,=3,
1={1,72,73}, Q=4, Ry=2, T :{T1>T2} , M=20, R=5

and conditions (5) and (8) take places. Therefore, appli-
cation of proposed method has sense. Let us point out
that Rys=2, Z={z;,z,} . After introducing of additional

means

components into OLC o, € C; we have:
oy =<by,by,b3,MC; >, a, =<by,bs,MC; >,
o3 =< bg,b7,bg,MC3 >, ay =<bg,b;y,b;;,.MCy >,
o5 =< by,,by3,b14,MC5 >, 0g =<bys,b;c,MCq >.

Let us encode OLC oy

€ C in arbitrary manner,
namely: K(a; ) =000, ..., K(o; ) =110. Let code 00 be
assigned to the first component of any OLC o, €Cy,

code 01 to the second, code 10 to the third, and code 11
to the fourth. Now microinstruction addresses are shown
in table 1.

Table 1
Microinstruction addresses for CMCU Uy(T"))

T2

| 000 | 001 [ 010 | Ol | 100 | 101 | 110
T1T2

00 b, by bs by b, bis by

01 b, bs b, b | bis bis | bis

10 b3 MCZ bg b11 b14 MC6 b19

11 MC, * MC; | MCs | MCs | * bao

The symbol Uy(I) stands for the case when GSA
Ij is interpreted by CMCU U;. We can derive from Ta-
ble 1, for example, A(b;)=00000, A(bg)=01010,
A(MC,)=00110.

Let us encode classes B; eIl by the following

codes: K(B)=00, K(B,)=01, K(B3)=10. Let microopera-
tions y, € Y are distributed among the operator verti-
ces in the following manner:
Y(by) =Y(bs) ={y1.y2},
Y(by)=Y(bg) = Y(bg) ={y3},
Y(b3) =Y(by)=Y(bjp) ={y1.y4},
Y(bg)=Y(bg)=Y(bi3) =1{y2,¥3},
Y(bg) = Y(b5) =Y(b7) ={ys},
Y(byg) = Y(bjg) = Y(bg) ={ys},
Y(by) =Y(bg) ={y1,ys}, Y(by) =1{ys}-

In this case the control memory content for CMCU
Uy(T')) is shown in table 2.

Table 2
Content of control memory for CMCU U,(I'))
2% | 000 | 001 | 010 | 011 | 100 | 101 | 110
TT,
Yo Yo Yo Yo
00 Y1 Y2 i: Y2 Yi zz i(s)
Y2 Y3 Y3 Ya
Yo Yo Yo Yo
01 gj i | v gz y2 zj yi
Y2 Ya Y3 Ys
Yo Yo
Ya Ys
11 - * Z, Z; Z * YE
Yo

Let us point out that transition from table 2 to con-
trol memory implementation is a straightforward one.

Let transitions from OLC outputs of GSA I'; be
represented by the following system of generalized tran-
sition formulae [2]:

B; = x1by v X X5bg Vv X X5 by1;
B2 4 X2X3b9 \2 X2X3b13 \Y X2X4b12 VX2X4b15; (12)
B3 — x4by7 Vv x4X5b11 vV X4X5byg.

Such a system is the base to construct the transi-
tion table of CMCU U, with the following columns:
B;, K(B;), by, A(bg), Xp, ¥y, Py, h. Here Xj is a
conjunction of some elements x; € X, determining the

transition from B; eIlc into microinstruction MIg ;

¥, is a set of input memory functions to form the code
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K(ag) into RG, where o, € B;; @y, is a set of input
memory functions to form the code K(bg) into CT; h
is the number of transition, where hzl,...,Hz(Fj).

The subscript 2 underlines that we deal with CMCU U,.
The number H, (" i) is equal to the number of terms in

the system of the type (12). In our case, Hy(I';) =10

and some part of the table is shown in table 3.

Table 3
Fragment of transition table for CMCU Uy(I'y)

B |KB)| b, [Ab) | Xu | ¥n | @[ h
D,

by; | 11000 X4 D, - 1
_ D,

By | 10 | by | 01110 | x,xs D, | 2
D;

—_— D D
b20 11011 X4 X5 D; D: 3

The connections between Table 3 and system (12)
as well as with Table 1 are obvious. After minimization
we can get the parts of system (10) and (11) from nable 3:

D =2,2yX4 V2123 X4X5;

D2 :Zlg; D3 :Z1Z2X4X5; (13)

Dy =271z5%4; D5 =212yX4X5.
Implementation of logic circuit of CMCU Uy(I';) is
reduced to implementation of systems (10) — (11) using

PAL macrocells and implementation of control memory
using PROM chips.

+‘1¢

In our case Table 2 is used to implement the con-
trol memory.

Let us point out that for GSA I'y we have
H,(I'))=20,and n=H;(I';)/H, (T} =2.

As some experiments show [2], the number of
terms in systems (10) — (11) is m times less than its
number for system (6).

Obviously, the number of PAL macrocells in
logic circuit of block BMA can be found if we know
the number of terms per cell. But the ratio of the
numbers of macrocells is approximately equal to m

[6].

4. Investigation of effectiveness
of proposed method

Let us find the range of CMCU U, effective using
with the help of probabilistic approach from [2]. Ac-
cording to this approach each GSA is characterized by
operational vertices percentage p;.

In the case of linear GSA p; 20,75. In our re-

searches matrix models of CMCU are used [5] instead
of schemes in certain basis. Hardware amount is charac-
terized by used matrix area. Given method effectiveness
depends on research of ratio

S(U
¢ S0Ua) (14)
S(Up)
where S(U;) is the CMCU U; (i=1,2) matrix realiza-
tion area. CMCU U; matrix scheme is represented in
Fig. 3.

& 1 ¢’: CT » & 1 — Yo
X —> F A
M, » M, M, » M, — Y
> ¥
» Rg > —> Ye
T

Fig. 3. Compositional microprogram control unit U; matrix realization

Some signals (Clock, Start, TB, Fetch) and connec-
tions that don’t affect on the research results are skipped
in Fig. 3. Conjunctive matrix M, realizes terms system
F={R,..., Fy}, that conform to CMCU transition table
rows. Disjunctive matrix M, realizes functions (6), that
depends on terms F, € F. Conjunctive matrix M; realizes
variables Aq e A, where A is set of microinstruction

addresses. Disjunctive matrix M, realizes microopera-
tions y, €Y and additional variables y,, ). Areas
S(M;); of CMCU Uj (j=1....,4) matrixes M;:

S(My); =2(L+R)H; (15)

S(M,); =HR ; (16)
S(Mj3); =2R*2R; 17
SMy); =28 (N+2). (18)

CMCU U, matrix realization is the same as in the
case of CMCU U,.

But feedback systems in these structures of con-
trol unit are different. Here areas S(M j)2 are deter-

mined as
S(M;), =2(L+R3)Hg; (19)
S(My); =HoR ; (20)
S(M3); =S(M3)15;S(My), =S(My);. (21)
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In formulae (19) and (20) variable f, is equal to transition

table rows number of Mealy FSM, equivalent to Moore
FSM that determines BMA.

For decreasing number of parameters in equations
(15)+21) let’s use research results [2]. Let K is the number
of GSA T vertexes. In this case

R =[log; (piK) | (22)
L=(1-p)K/L3; (23)
H=17,4+1,7kp;K; (24)
R =[log2(k,p,K)]. (25)

As follows from (25), G =k;M, where k; <1 —

coefficient that is reciprocally proportional to the
average OLC length (number of its components) in
GSAT.
For determination Rj it is necessary to find equiva-
lent Mealy FSM states number:
1=2,75+0,34k;p;K. (26)
Formula (26) can be used now in (9). The value of
Hj can be estimated as
Hy=4,4+1,1*1. 27)
To determine effectiveness of CMCU U, , there
is a necessity to investigate a function
fo S(M;), +...+S(My), .
SMy); +...+S(My),

This function depends on variablesK , p;, k;, N.

(28)

Some of our research results are shown below.
As follows from Fig. 4 and Fig. 5, in case of ful-
fillment at condition (8) CMCU U, is more effective in

hardware amount then CMCU U; .

With the rising up of variable k; gain from using
CMCU U, rise up too. Average gain with p;=0.75,
ky=0.1 u N =15 is near 47%.

As research results show, using CMCU U,
structure for GSA with greater value of k; gives less
effect.

Average gain with p;=0.75, k;=0.1 u N =15 is

near 33%.

Conclusions

The proposed method of modification of OLC
targets on decrease in hardware amount (the number
of PAL macrocells) in the block of microinstructions
addressing of CMCU with code sharing. This optimi-
zation does not affect the number of PROM chips
used for implementation of the control memory of
CMCU.

Dependence of CMCU U2 effectiveness from number of GSA states and
different value of branching p1 (k1=0.1; N=15)

M= as

) \\\/k
o7 \\‘\«\\
506 \/\/\/\\
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Fig. 4. Dependence of CMCU U, effectiveness
from number of GSA states and value p;

(k1=0.1; N=15)
Dependence of CMCU U2 effectiveness from number of GSA states and
different value of variable k1 (p1 =0,75; N = 15)
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Fig. 5. Dependence of CMCU U, effectiveness from
number of GSA states and different value of variable k;
(p1=0.75; N=15)

The method is based on encoding of the classes of
pseudoequivalent OLC permitting decrease of the tran-
sition table lines in comparison with equivalent CMCU
U, without modification of OLCThe drawback of this
method is increase in the number of cycles needed for
execution of control algorithm in comparison with
CMCU U,. But decrease in the number of macrocells
can lead to decrease in the number of layers in combina-
tional part of CMCU.

It results in decrease of the cycle time. Thus,
the final conclusion about algorithm execution time
should be made after implementation of logic circuits
for Uy(I';) as well as for U,(I'}). Our experiments
show that the number of macrocells is decreased up
to 30% and the number of layers is decreased up to 3.
Of course, application of proposed method is possible
only for interpretation of linear GSA when condition
(8) takes place.

The next steps in our research are development
of CAD tools for CMCU design and exploration of
possibility for given method application in case of
FPGA [7].
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CHUHTE3 MUKPOITPOTPAMMHOI'O YCTPOMCTBA YIIPABJIEHUS C PA3JEJIEHUEM KOJ/IOB
U MOJJUPUKAIIMEN OITEPATOPHBIX JINMHEMHBIX IENEM

A.A. bapkanos, A.A. Kpacuukoe, A.H. Mupowkun

B craTbe mpemioskeH METOA CHHTE3a KOMIO3ULIIMOHHBIX MUKPOIIPOIPaMMHBIX YCTPONCTB YIPaBICHUS C pa3jie-
JIeHHEM Kof0B. MeToa HalleleH Ha yMeHbIIeHne KonudecTBo Makposiueek [1AJ] B koMOMHAIIMOHHON yacTu yIpas-
Jstrorero ycrpoicrsa. s MoauduKauy onepaTopHbIX JIMHEHHBIX Lereld HCIONb3YIOTCS IOMOIHNTEIbHbIE MUK-
POKOMaH/IbI, COAEPIKAIINE KOABI KJIACCOB MCEBA03KBUBAICHTHBIX ONEpPaTOpHBIX Lenel. [IpuBeneH npumep UCHONb-
30BaHUS MPEVIOKEHHOr0 MeToja. IIpuBeneHbl pa3iinyHble pe3yNbTaThl MCCIENOBaHUH Trpad-cxeM aaropuTMoB B
Buze auarpamm. OnpeneneHsl HanOosee 3HAYMMBbIE XapaKTEPUCTHKH rpad-cXeM Ul MCHOIb30BaHUS MPEUIOKEH-
HOTO METO/a.

KnroueBble cjioBa: ynpasisioliee yCTPOHCTBO, allTOPUTM, MIEPEXO/I, alllapaTypHbIE 3aTPaThl, pa3/ielieHne KO-
JIOB.

CHHTE3 MIKPO ITPOI'PAMHOI'O IPUCTPOSA KEPYBAHHS 3 PO3AVIEHHSIM KOJIB
TA MOAUPIKANIE€IO ONTEPATOPHUX JIHIMHUX JJAHIIOI'TB

0.0. Bbapkanos, 0.0. Kpaciuxos, O.M. Mipowkin

VY cTarTi 3anpONOHOBaHUH METOJ CHHTE3y KOMITO3HIIHHMX MIKpONPOTPaMHHUX NPHUCTPOIB KEpYBaHHS 3 PO3Ii-
JICHHSIM KOJiB. MeToJ CIpsIMOBaHMII Ha 3MEHILIEHHs KiabKocTi MakpoocepenkiB ITAJI y xomOiHaumilHii dacThHi
npucTporo KepyBaHHs. [t Moaudikanii onepaTopHUX JIHIHHUX JIAHLIOTIB BUKOPHUCTOBYIOTHCS JI0JIATKOBI MIKpO-
KOMaH[IH, SIKi MICTSTh KOJIU KJIaciB TICEBI0 CKBIBAJICHTHUX OTIEPATOPHUX JAHIIOTIB. HaBeneHwil mpuKitagy BUKOPHUC-
TaHHs 3alPOMOHOBAHOTO MeToAy. HaBemeHi pe3ynmbTaTd JOCHiIKEHb Ipad)-CXeM alroOpUTMIB y BUTILAAL Jiarpam.
BusHaueni HafiOiIbII Baromi XapaKTepUCTHKH Tpad-cXeM Il BUKOPUCTAHHS 3aIIPOIIOHOBAHOTO METOLTY.

Kuro4oBi cioBa: mpuctpiii kepyBaHHS, adrOpUTM, TIEPeXil, anapaTypHi BUTPATH, PO3AUICHHS KOMIB.
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