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MAKING WEB-SERVICES FAULT-TOLERANT: METHODS AND TECHNICS 

 
With emergent growing use of Internet, Web services become increasingly popular and their growth rate sur-
passes even the most optimistic predictions. Services are self-descriptive, self-contained, platform-independent 
and openly available components that interact over the network. They are written strictly according to open speci-
fications and/or standards and provide important and often critical functions for many business-to-business sys-
tems. The analysis of failure stages of web-services is presented. The matrix of correspondence between fault-
tolerance stages and methods for their ensuring is developed and explored.  

 
SOA, Web service, fault-tolerance (FT), FT stages, FT methods, FT techniques. 

 
Introduction 

 
The use of Web services in very different areas is 

growing; there is an increasing demand for dependabil-
ity. Service-oriented Architectures (SOA) are based on a 
simple model of roles. Every service may assume one or 
more roles such as being a service provider, a broker or 
a customer. 

The use of services, especially Web services, became 
a common practice. In Web services, standard commu-
nication protocols and simple broker-request architec-
tures are needed to facilitate an exchange (trade) of ser-
vices, and this model simplifies interoperability. In the 
coming years, services are expected to dominate soft-
ware industry. As services begin to permeate all aspects 
of human society, the problems of service dependabil-
ity, security and timeliness are becoming critical, and 
appropriate solutions need to be made available. 

Several fault tolerance approaches have been pro-
posed for Web services in the literature [1 – 8], but the 
field still requires theoretical foundations, appropriate 
models, effective design paradigms, practical imple-
mentations, and in-depth experimentations for building 
highly dependable Web services. 

 
Related works. The objective of the paper 

 
There are several scientific works devoted to the 

definition of principles of “dependable computing” [9] 
and “secure fault tolerance“ [10]. In this researches the 

way for realization of fault tolerance for different com-
puter systems. But the mentioned paper do not include 
the mechanisms and techniques used in service-oriented 
architectures.  Currently, there is no experimental investi-
gation to evaluate the reliability and availability of Web 
services systems. The paper [11] may be considered as 
one of the most important paper in this area. In this paper, 
the authors identify parameters impacting the Web ser-
vices dependability, describe the methods of dependabil-
ity enhancement by redundancy in space and redundancy 
in time and perform a series of experiments to evaluate 
the availability of Web services. To increase the avail-
ability of the Web service, they use several replication 
schemes and compare them with a single service. 

At the other hand, it is worth mentioning the impor-
tant work [12] which provides the comprehensive 
analysis of the concept of dependability and description 
of the most important tasks of analysis and synthesis 
which might be solved in the process of development 
the dependable system, including systems of service-
oriented infrastructure. The specific objective of the 
proposed article is analysis of methods and techniques 
for achieving web-services fault-tolerance by means of 
development and survey of the two-dimension matrix 
for correspondence between the sets of fault-tolerance 
stages and methods/techniques used for implement these 
stages. The paper includes the description of the failure 
response stages of the web-services (section 1), major 
fault classification (section 2), analysis of the methods 
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for ensuring fault-tolerance (section 3) and developed 
matrix which might be considered as correspondence 
between the above-mentioned categories (section 4). 
Conclusions as well as outlining of the roadmap for 
future works are presented at the section 5 of the paper. 
 
1. Failure Response Stages of Web Services 
 

Web services go through different operation modes, 
so when failures occur and the failure response of Web 
services can be classified into different stages. When a 
failure occurs, the Web service should confine the fail-
ure by applying fault detection techniques to find out 
the failure causes and the failed components should be 
repaired or recovered. Then, reconfiguration, restart and 
reintegration should follow. The flow of the failure re-
sponse of a Web service is proposed below and the de-
tails of each stage are described as follows [12]: 

Fault confinement. This stage limits the fault impact by 
attempting to contain the spread of fault effects in one area 
of the Web service, thus preventing contamination of other 
areas. Fault-confinement can be achieved through the use 
of fault detection within the Web services, consistency 
checks, and multiple requests/confirmations. 

Fault prevention. This stage includes the mecha-
nisms for preventing the possible faults forecasted by 
special techniques. 

Fault detection. This stage recognizes that something 
unexpected has occurred in a Web service. Fault latency 
is the period of time between the occurrence of a fault 
and its detection. Techniques fall here into two classes: 
off-line and on-line. With off-line techniques, such as 
diagnostic programs, the service is not able to perform 
useful work while under test. On-line techniques, such as 
duplication, provide a real-time detection capability that 
is performed concurrently with useful work. 

Diagnosis. This stage is necessary if the fault detec-
tion technique does not provide information about the 
fault location. Typically, fault diagnosis encompasses 
both fault detection and fault location. 

Isolation. This stage occurs when a fault is detected 
and located. The Web service can be composed of dif-
ferent components. When providing the service, there may 
be a fault in individual components. The system may re-

configure its components either to replace the failed com-
ponent or to isolate it from the rest of the system. 

Tolerating. This stage utilizes techniques to elimi-
nate the effects of faults. Three basic recovery ap-
proaches are available: fault masking, retry and roll-
back. Faultmasking techniques hide the effects of fail-
ures by allowing redundant information to outweigh the 
incorrect information. Web services can be replicated or 
implemented with different versions (NVP). Retry under-
takes a second attempt at an operation and is based on the 
premise that many faults are transient in nature. Web 
services provide services through a network, and retry 
would be a practical approach as requests/replies may be 
affected by the state of the network. Rollback makes use 
of the fact that the Web service operation is backed up 
(checkpointed) at some point in its processing prior to 
fault detection and operation recommences from that 
point. Fault latency is important here because the rollback 
must go back far enough to avoid the effects of unde-
tected errors that occurred before the detected error. 

Restart. This stage occurs after the recovery of un-
damaged information. – Hot restart: resumption of all 
operations from the point of fault detection and is possi-
ble only if no damage has occurred. 

– Warm restart: only some of the processes can be 
resumed without loss. 

– Cold restart: complete reload of the system with no 
processes surviving. The Web services can be restarted 
by rebooting the server. 

Repair. At this stage, a failed component is replaced. 
Repair can be off-line or on-line. Web services can be 
component-based and consist of other Web services. In 
off-line repair, either the Web service will continue if 
the failed component/sub-Web service is not necessary 
for operation or the Web services must be brought down 
to perform the repair. In on-line repair, the compo-
nent/sub-Web service may be replaced immediately 
with a backup spare or operation may continue without 
the component. Reconfiguration may be included at this 
stage if it come directly after repair. 

Reintegration. At this stage the repaired module 
must be reintegrated into the Web service. For on-line 
repair, reintegration must be performed without inter-
rupting the Web service operation. 
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2. The faults 
 

One of the important part of the taxonomy of the de-
pendability [13] is threats. First of all we have to consider 
the faults which may be caused by different reasons. 

As a result the set of faults might be classified into 
three big groups [12]: development faults (DF), physical 
faults (PF) and interaction faults (IF). The first group 
(DF) are usual for software products and become visible 
in case of special conditions occurred (i.e. incorrect in-
put data). The second group (PF) are usual for hardware 
components and appeared due to the natural reasons 
(depreciation of the equipment). The last but not the 
least group (IF) are the consequence of external intru-
sions (informational attacks, human errors, short-term 
physical forces led to hardware faults). 

As known the faults cause the failures of computer 
systems. The sequence of the actions occurred for the 
different faults is the following:  

1. For DF: The mistake actions or decisions during 
the project development lead to fault injection to the 
project. The fault appears during the functioning of the 
computer system (web-service) in case of invalid input 
data. The next step is the system failure during the de-
livering of the requested service. 

2. For PF: The fault is incurred by natural reason. 
The computing error is appeared and system failure will 
be the result. 

3. For IF: after the external intrusion of the informa-
tional, physical or other character the fault is appeared; 
the computing error is appeared and system failure will 
be the result.   

 
3. The methods for ensuring fault-tolerance 

 
The set of the methods for ensuring fault-tolerance in 

the systems of service-oriented architecture may be dis-
tributed to the three groups: majority reservations, diver-
sity approach, specific methods and their combinations. 

The each method for ensuring fault-tolerance can be 
studies taking into consideration the presence or ab-
sence of the elements of the set described at the Section 
3 (confinement, prevention, detection, diagnosis, isola-
tion, tolerating, restart, repair, reintegration) [12]. 

Majority reservation (2 of 3). The majority reservation 
ensures the fault-tolerance by simple tolerating the fault. 

Adaptive majority reservation (AMR). This method 
includes the actions “fault detection” (detection of the 
fault at the second channel), “fault identification” (iden-
tification of the working channel), “tolerating the fault” 
(tolerating the fault of first and then second channel), 
“reconfiguration” (reconfiguration from majority struc-
ture to single-channel one). 

AMR with rating voting of the channels. This 
method may be considered as one of the most effective 
ones. It allows to tolerate and, in some cases, to prevent 
the possible fault. This method may be implemented, for 
example, in service-oriented architectures, which inte-
grate the target web-services with the special Middle-
ware, mechanisms for rating voting and exception han-
dling [14,15,16]. 

Diversity approach. Using of the method allows to 
solve the tasks aimed at the development of software 
products stable against the FF and DF. It became possi-
ble due to decreased probability of fault by general rea-
son caused by defects of software tools. The different 
versions of software are in operation in different reserve 
channels. Beside this, the usage of diversion allows to 
increase the security of the product thanks to adaptive 
choice of diverse configuration of web-servers, operation 
systems and applications. This method is operating on the 
basis of aggregation and dynamical updating of the in-
formation containing the data of different types of com-
ponent vulnerabilities for different types of attacks [17]. 

Single service without retry and reboot. The Web ser-
vice is provided by a single server without any replication. 
No redundancy technique is applied to this Web service. 

Single service with retry. The Web service provides the 
service and the client retries another Web service when there 
is no response from the original Web service after timeout. 

Single service with reboot (restart). The Web ser-
vice provides the service and the Web service server 
will reboot when there is no response from the Web 
service. Clients will not retry after timeout when there is 
no response from the service. 

Spatial replication (SR) with failover. We use a generic 
spatial replication: The Web service is replicated on differ-
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ent machines and the request is transferred to another ma-
chine when the primary Web service fails (failover). The 
replication manager coordinates among the replicas and 
carries out a failover in case of a failure. Clients will only 
submit the request once and will not retry. 

SR with failover and retry. This is a hybrid ap-
proach. Similar to the point 4 where the Web service is 
replicated on different machines and the request is trans-
ferred to another one (failover) when the primary Web 
service fails. But the client will retry if there is no re-
sponse from the Web service after timeout. 
 

4. Development of the integrated matrix 
 

On the basis of the described stages of fault toler-
ance on the one hand and the methods and techniques 
for ensuring fault tolerance on the other one we try to 
develop the matrix 9 x 9 for exploring the correspon-
dence between the stages and methods (table 1). 

As a result we have to mention that method of adap-
tive majority reservations with rating voting of the 
channels is the most effective method among given 
three methods of majority reservations. This is con-
firmed by the results of survey [12] stated that this inte-
grated method might be used in the complex systems of 
web-services managed by Middleware subsystem. 

Table 1  
Correspondence between fault-tolerance  

stages and methods 

Stage/ 

method 

M
aj

or
ity

 re
se

rv
at

io
n 

A
M

R
 

A
M

R
 w

ith
 ra

tin
g 

vo
tin

g 
of

 th
e 

ch
an

ne
ls

 

D
iv

er
si

ty
 a

pp
ro

ac
h 

Si
ng

le
 se

rv
ic

e 
w

ith
ou

t r
et

ry
 a

nd
 re

bo
ot

 

Si
ng

le
 se

rv
ic

e 
w

ith
 re

try
 

Si
ng

le
 se

rv
ic

e 
w

ith
 re

bo
ot

 

  S
A

 w
ith

 fa
ilo

ve
r 

SA
 w

ith
 fa

ilo
ve

r a
nd

 re
try

 

Confinement   + +    + + 
Prevention   ± +   +   
Detection  + + + + + + + + 
Diagnosis  + + +  + + + + 
Isolation  + ±   +  + + 
Tolerating + + + +  +   + 
Restart  + + +      
Repair  

(+ reconfig)  + ±       

Reintegration  ± ± +    + + 

The diversity approach occupies the special status at 
the matrix: it may consist of the diversity approaches to 
the development of the target web-services, middleware 
subsystem, web-servers platforms, special environments 
used in application of service-oriented architectures. It 
is worth mentioning that diversity approach may be ef-
fectively completed with principles of multi-
parametrical adaptation (MA) and multi-level managed 
degradation (MD) and thus form the joint concept called 
3M [18]. MA is used for implementation of different 
software contours of reconfiguration management and 
MD is responsible for redistribution of redundant and 
irredundant resources. 

The last but not the least group of methods based on 
different implementations of redundancy has presented 
the key fact that the method of spatial replication with 
failover and retry is the method with the biggest cover-
ing of fault-tolerance stages in spite of its time and re-
source inefficiency. The system failover requires addi-
tional time but no resources needed for its execution; 
nevertheless the replication mechanisms are in extreme 
need of replication points and system resources.  
 

5. Conclusions. Future works 
 

The article is aimed at analysis of methods and tech-
niques for achieving web-services fault-tolerance by 
means of development and survey of the two-dimension 
matrix for correspondence between the sets of fault-
tolerance stages and methods/techniques used for im-
plement these stages. 

We have explored 9 stages of fault tolerance: fault 
confinement, prevention, detection, diagnosis, isolation, 
tolerating, restart, repair and reintegration and make a 
brief description of each stage. We surveyed the 9 dif-
ferent methods and techniques for ensuring fault-
tolerance at the systems of service-oriented architecture 
and analyzed their impact on the each stage of fault-
tolerance. We have to conclude that adaptive majority 
reservation with rating voting of the channels may be 
considered as the method which covers (fully or par-
tially) all set of the fault-tolerance stagers. Besides, we 
have to underline that spatial replication with failover 
and retry has the most potential and is considered as the 
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most effective method for support of fault-tolerance in 
complex system of web-services. 

In the future, we plan to extend the proposed scheme 
with a wide variety of systems and environments and 
analyze the impact of the used method (or its combina-
tion) of fault-tolerance to heterogeneous systems. The 
complexity of the realization of each method might be 
also considered for applications of service-oriented ar-
chitecture. Secondly we are going to make the assess-
ment of each method and technique taking into consid-
eration the set of criteria such as estimated time, re-
quired resources and impact on usability.  
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