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BACKWARD INTERVAL MAPPING AS THE FOUNDATION OF DATA CODING 
ALGORITHM BASED ON CHAOTIC RECURRENT FUZZY MODELS 

 
In this paper we investigate the dynamic systems, which are represented by recurrent Takagi-Sugeno rule bases 
that are widely used in many applications. The algorithm that shows the chaotic behaviour of Takagi-Sugeno 
models in the sence of Wigging-Devaney definition was developed. We use so-called “backward interval map-
ping” as the foundation of this algorithm. We describe an algorithm for data coding based on backward interval 
mapping method also. 
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1. Introduction 

 
One of the main features in modelling dynamic sys-

tems is prediction. There are a lot of very simple dy-

namic systems which are unpredictable in principle and 

show chaotic behaviour [1, 2, 3]. There is an extensive 

literature for classical (unfuzzy) chaotic dynamic sys-

tems. We can represent a novel approach how to inves-

tigate fuzzy dynamic systems. 

In the simplest case the recurrent Takagi-Sugeno 

(TS) fuzzy rule base of 0th order can be presented in the 

following form [2]: 

R1: If 1Lxk   then 11 Axk  , 

R2: If 2Lxk   then 21 Axk    (1) 

… 

RN: If Nk Lx   then Nk Ax 1 , 

where  1,0 Ix  is a scalar state variable, iL  are lin-

guistic variables (terms), and the  1,0iA  are con-

stants. The transition function   IIxf : can be writ-

ten in the form 

1:  kk xxf  .   (2) 

It may be proved that three rules like (1) are necessary 

and sufficient for producing chaos mapping (if normali-

ty conditions are held for membership functions) [1]. 

Our aim is to find algorithm that shows chaotic be-

haviour of (2) in the sence of the definition Wigging and 

Devaney. As the next step of our investigations we re-

search the applications of recurrent fuzzy models with 

chaotic behaviour. 

Definition (Wigging and Devaney). 

Mapping   IIxf :  is chaotic iif 

1. it is topologically transitive, i.e., if there exists a 

0k  such that VUf k )( , where 

 UxxfUf kk  )()( , for any pair of open sets, 

IVU , . 

2. it is sensitive to the initial conditions, i.e. if there ex-

ists a 0 such that Ix and any neighborhood N of x 

there exists a Ny  and 0n  such that 

 )()( yfxf nn . 

3. The periodic points of f are dense in I. 

 
2. Backward Interval Mapping Method  
Application for Identification of Chaos  
in TS Models 

 
Let us solve our task in reverse time. It allows to 

separate sets from step to step and investigate contract-

ing mapping instead of expanding ones. Let 

  NiaaD iii ,,, 11    are domains of x and determined 

from membership functions. It is clear that 

 
N

i
Ni IaaD

1
1



 , , 


N

i
iD

1
. 
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Let us consider the inverse mapping    xfxg 1 . 

Let   IDxf ii :  is monotonic and continuous on 

each set iD . For ( 1k )th step we can write 

 kk xfx 1
1


  .  (4) 

In this case we will find the topological transitivity as 

   VUg n .  (5) 

Let us consider the three rule 0th order Takagi-

Sugeno Model. Let us write sets as attribute mapping 

without figure brackets instead of scalar attribute x . Let  

   
 

1 1

2 2

,
.

g I I I
g I

g I I I
     

 (6) 

The conditions “ ” are needed to do contracting 

mapping. It is clear that 2211 DIDI  , , 

hence  III 21 and  21 II . 

Let us consider next step of mapping g : 

 
     

  
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
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,
,
,

22222

11221
1

22112

11111
1

2

IIIgg
IIIgg

Igg

IIIgg
IIIgg

Igg
Ig  (7) 

Let 22I  as well. It is easy to make sure that 




.

,

22221

11211

III

III




   (8) 

Indeed, from (8) and monotonical and continuous 

mapping 21,, igi  we have 

       
         

  
.

,

2221222122221

1121121111211

IIgIIgIgIgII

IIgIIgIgIgII



  

Equation (8) mean that if g is contracting mapping, 

i.e. 111 II   then another new subsets like 112 II   will 

be accorded to contracting mapping as well. The same 

claim is true for 2221 II , sets too. It means as well that  

IIIII  22211211 .  (9) 

And the next Lemma gives us conditions for chaotic 

behaviour for the case 2N . 

Lemma 

Let there be given       xgxgxg 21 ,  where 

21,, igi  are monotonous and continuous mapping on 

  IIxg : and  xg is constructed  in the next form  

   
 

1 1

2 2

,
,

g I I I
g I

g I I I
     

              (10) 

where 
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




21
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III ,
 

and 

 
    

    

1 11

2 2

,

,

K
KK

K
K

g g I I
g I

g g I I


  
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    (11) 

where    222211111 ...,......,...K  is set of indexes 

length of K that were used for marking subset of I on 

K th step and the next conditions are fulfilled 

    ,...,, 101
1

1  KIgIg KK , 

    ,...,, 102
1

2  KIgIg KK ,              (12) 

  ,...,, 102  KIg K  

then 

    III KK  21 ,               (13) 

 
 
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 

K
K

K
K II 21               (14) 

and       xgxgxg 21 ,  is contracting mapping for the 

set I and all of it subsets. 

Proof 

Mapping g is contracting mapping for the set I and 

all of it subsets that are generated. We will use method 

of induction. It is true that ., IIII  21  Then condi-

tions (13),(14) are fulfilled.  

1 2

1 2

,
.

I I I
I I


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


 

Let conditions (12) - (14) is true for K th step. Ac-

cording to (12)  
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11 1111111 
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 111 22222222222 kkk

III )...(,)...()...(, ,  

and according to (13),(14) 
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Then for 1K th step 

 
    

    

1 11

2 2

,

.

K
KK

K
K

g g I I
g I

g g I I


  
 


 

Set  1KI  can be written in the form 

          1221121211111   KKKKK IIIII ,,, , 

where 

    111111   KK IgI ,     121112   KK IgI , 

    112121   KK IgI ,     122122   KK IgI . 

Whence due to monotony and continuity of mapping on 

  IIxg :   

            121111112111 KKKK IgIgII  

       1112111 IIgIIg KK     

and 

            121112122121 KKKK IgIgII  

       2212112 IIgIIg KK     . 

Therefore (13) is true 

    III KK  21 . 

Let us prove (14). It is clear that 
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Hence 

 
 
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 

1 2K K
K K

I I
   
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According to (13)  

kk
II )...()...(, 1111111   , 

kk
II )...()...(, 2222222  ,        (15) 

hence 

   
kk

IdiamIdiam )...()...(, 1111111  ,  

   
kk

IdiamIdiam )...()...(, 2221112  . 

The rest subsets of  1KI  have less diameters too.  

Because of (15) the rest of  1KI  will be no more 

then  KI , so    .KK II 1 Weak inclusion can be ex-

plained that some of subsets during the mapping may be 

empty. 

Therefore we can symbolically write 

    0


Kn
Idiamlim . 

Property (14) defines that the mapping 

      xgxgxg 21 , on the subsets of I is also dense on 

I . 

We can interchange numbering in the mapping 

      xgxgxg 21 , , sets 21 II ,  and appropriate condi-

tions (8) - (14). 

Theorem 

If       xgxgxg 21 , is fulfilled to Lemma condi-

tions then    xgxf 1  is chaotic in sense of Wigging. 

Proof 

Let     222111 DIgIDIgI  , where 21 DD ,  

are domains for monotonous and continuous mapping 

   xgxf 1 . Then 

1 2

1 2

,
.

I I I
I I







 

Because mapping       xgxgxg 21 ,  is dense and 

we can find appropriate sets V and U on arbitrary level 

K . Namely, we will find such level, that some inequali-

ties are fulfilled 

1 1

1m mi iK K
i i

i i i i
I V I



 
   ,

2

ni K
i

i i
I U


 . 



Комп’ютерні системи та інформаційні технології 35

For each subset on level K  there exists parent sub-

set on level 1K  and so on to 1st set I . The closest 

level   to K  that is produced by mapping of some 

UI K
j  and  K

j

i

ii

K
i IfI

m





1

 will be satisfied is the 

level that is defined transitive dependence. 

In worse case K  i.e.   IIf K
j  . 

Second condition of Wigging’s properties of chaos 

is sensitivity to initial conditions. Mapping 

   xgxf 1 is sensitive to the initial conditions, i.e. if 

there exists a 0 such that Ix and any neighbor-

hood N of x there exists a Ny  and 0n  such that 

 )()( yfxf nn . 

One can find such level K  and some little intervals 
K
xI and K

yI that   nK
x

K
x

n IIf     nK
y

K
y

n IIf   and 

  nK
y

nK
x II  according to (13) and the condition 

 )()( yfxf nn  will be fulfilled. 

 
3. Example of Coding and  
Reconstruction of Chaotic Bit Series  
using Backward Interval Mapping 

 
When we have triangular membership functions the 

mapping (2) is isomorphic to well known tent mapping 

[3, 4]. In such case we can rewrite the mapping (2) as 

the slopping tent mapping [5]   IIxf : ,  1,0I   




















,1,
1

1
1

1)(

,0,1)(

2

1
1

kkk

kkk
k

xifxxf

xifxxf
x





  (16) 

where    1,0,1,0  kx  (fig. 1). 

Let us consider the following bit sequence 

 N
iicC 1                (17) 

with length N,  10,ic . 

It is necessary to restore the source sequence (17) as 

a bit sequence 

 N
MiicC  ~~                (18) 

Fig. 1. Slopping mapping 

 

according to the rule 

1, ,
0,

i
i

i

if x
c

if x




  

               (19) 

for NMNMi  ,, . 

Namely, it is necessary to find such value Mx that 

gives the same values for restoring sequence like in the 

source one. Besides, it is important to find such value of 

 , that gives maximum members of restored sequence. 

The best case is when 1M . 

Underlying methodology is based on backward in-

terval mapping. 

The mapping    xfxg 1  is contracting mapping 

if  xf  is chaotic.  

For ( 1k )th step we can write 

 kk xgx 1 .               (20) 

For slopping tent mapping (16) we have next back-

ward mapping [5] 

 











.11)(
,)(

112

111

kk

kk
k xxg

xxg
x




          (21) 

Let us consider the action of this mapping when ar-

gument of function g  is interval (fig. 2). For initial in-

terval I we have 

     
   

1 1

2 2

0, ,
,1 .

g I I I
g I

g I I I



       
         (22) 

The following iterative procedure for backward in-

terval mapping takes place. Let choose initial interval 

according to rule  

λ 
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Fig. 2. Backward interval slopping mapping 
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



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
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,1],1,[
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N
N cif

cif
I




              (23) 

Then define the possible transitions with the backward 

interval mapping 

     
   







 .1,
,,0~

2

1
1 



N

N
NN Ig

Ig
IgI             (24) 

The next interval is made more precise in according 

to the value 1Nc : 

 
 











 .0,

,1,

11

12
1

NN

NN
N cifIg

cifIg
I               (25) 

The procedure (24), (25) is repeated until obtaining 

the limit of accuracy 

  1MIdiam .          (26) 

Then any values MM Ix  restore the source se-

quence (17) with forward mapping (16) form M num-

ber of sequence. 

Parameter  is machine accuracy. In general case it 

is 1510  (in MatLab, Delphi programming envi-

ronments, so on). 

So we can not restore arbitrary sequence with 

backward methods (only for moment when interval be-

came   - length). 

Hence, we have a {0,1} - sequence and a "machine" 

which is able to reproduce this sequence starting with 

certain real x0. Thus we have to store only x0 (and the 

"machine", i.e. the tent mapping). If we use slopping 

tent map we need to extra store  as well and number of 

elements in series. If we use simple tent mapping it is 

necessary to store only x0. The initial sequence of {0,1} 

is restored according algorithm - if chaos (0,1) sequence 

is greater then  we write 'one' else 'zero'. In simple tent 

map lambda is 0.5. 
 

Conclusion 
 

Obviously that critical factor of the algorithm is ac-

curacy of software and hardware. It depends on sensitiv-

ity to initial conditions of chaotic mapping. The novelty 

of approach proposed consists in substitution of chaotic 

bit series by initial value Mx  that can reconstruct origi-

nal orbit with mapping (16). In future we plan to expand 

the proposed approach to the TS model of 1st order. Ap-

proach proposed can be used for coding and data cipher-

ing as well. 
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